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PREFACE

Reports ir this document are numbered consecutively beginning with number 1. Each
report is paginated with the report number followed by consecutive page numbers, e.g., 1-1,
1-2, 1-3; 2-1, 2-2, 2-3.

This document is one of a set of 13 volumes describing the 1991 AFOSR Summer Research
Program. The following volumes comprise the set:
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by

Benjanin W. Hoe

ABSTRACT

Rome Laboratory is currently developing the Integrated
Communications Network Management System (IMS) prototype, and
cut-vertex set analysis plays an important role in the IMS
prototype development process. This paper discusses the role
of cut-vertex sets in terms of network survivability and
reliability. A computer program for generating cut-vertex
sets was developed, and comprised the major effort of this
research. It also presents the theory behind the operation of
the cut-vertex set program, how the program can be applied to
the analysis of network survivability and reliability and it
concludes with a discussion of possible applications to the

IMS prototype design.
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1. Introduction:

The IMS is an ;intelligent" communications network
management system which 1is responsible for the optimal
allocation of user service requests (voice, data, video) to
available communication resources, so that in a wartime
scenario users are guaranteed the highest possible level of
services satisfied. The IMS is a distributed management
system, with independent managers exchanging management
information so that system level parameters can be optimized.
The goal is for the IMS to be a survivable system that is able
to adopt to a rapidly changing environment. Cut-vertex set
analysis can provide vital information on vulnerabilities in
the connectivity of a network, which can be used by the IMS to
perform management actions that correct these vulnerabilities,
and thus maintain a high degree of survivability.

A cut-vertex set is a set of nodes, which if removed from
a network, will result in partial or complete isolation of
some part of network from other parts (see Figure(2) and
Table(l) on page(6)). It is important to compute the cut-
vertex set so that the measures of network survivability such
as Node Connectivity Factor (NCF), Link Connectivity Factor
(LCF), Node Decomposition (ND) index and Link Tree (LT) index,
and reliability factors such as Mean Time Between Failures
(MTBF), Mean Up Time (MUT) and Mean Down Time (MDT) can be
quantified. The Mitre Corporation at Rome Laboratory has done

extensive work (4}, [5]) and [6] on computation of NCF, LCF, LT
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and ND. Some of their work is oriefly reviewed in this paper

bFecause of its critical role in the IMS.

ve o earch:

The survivability of network nodes is affected by their
connectivity. During an attack, the enemy will be trying to
identify and destroy the weak points of our Command, Control,
Communications and Intelligence ( c31) system which means
survivable network must not have single points of failure
which would isolate the remainder of the network assets if it
was destroyed. Such critical points must be identified and
the network topology should be reconfigared so the network has
higher degree of survivability. The ideal is to construct a
topology which is survivable and has a favorable distribution
of traffic load among its links. The IMS is a distributed
management system; each manager in different domains of the
IMS needs the updated knowledge of resource availability,
hence, an optimal mapping cf services can be provided to the
users even when communication assets are degraded or lost [4].
The degree of the connectivity of a network is quantified by
NCF, LCF, LT and ND. The LCF and NCF quantify the global
measurss in terms of the average number of links (or) nodes
required to be removed in order to force the network into a
stand alone confiquration. The ICF and NCF can be obtained

from following formulas:

1-5




= - B e - 7

. i -Si a Ti(Ni-l) (Si)
LCF=Y" 1_1La’1(—§)—2° P k- (1)

Nw:zn 1.1Nwi=En 1.l2.c j.]NjP(Nj) ................. (2)
where
ICF; : Link connectivity factor for component i
S; : Number of edges in spanning tree for component i
S ;s Number of edges in spanning tree for the network
T, : Number of spanning trees in component i
E; : Number of edges in component i
N; : Number of nodes in component i
n : Number of components
NCF; : Node connectivity factor for component i
N; : Number of nodes removed for the jth decomposition

path

P(N;) : Probability of the jth decomposition path

Total paths formed in the —omponent's

decompositios: diagram

The computation of LT and ND is relatively trivial once
LCF and NCF are obtained. The detailed computation of LT and
ND are given in Newport and Schroeder (6].

In this research, the concentration was in obtaining the

minimum cut-vertex set since it is the first to be considered
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in the process of quantifying -the survivability and
reliability of an IMS managed system. The computation of cut-
vertex sets is a time consuming process. This computational
complexity is due to the size of the minimum cut-vertex search
space and the decomposition factor (the average number of
minimum cut-vertex sets actually found at each level of
decomposition). Consider a 20 node network, the size of the
cut-vertex search space is calculated using simple probability
theory.

The total number of all possible node set (combination) is:

20«(22°)+(23°)+ ............ o(ig)n -------------------- (3)

nd
: (11:)= = @

Hence, the total number of all possible combination
sequences will be 20+190+1140+4845+ ....... +20+1 which
approaches infinity as the size of the network increases. The
Mitre Corporation has developed a FORTRAN computer program to
calculate all survivability parameters under Air Force
contract No. F19628-86-C-0001. Other new ideals and methods
such as knowledge-based approach and hybrid computations also
have been published in recent Proceeding of the 1990 IEEE

Military Communications Conference [7][8].
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Resea p
In this section; the technique used in the computer
program for generating minimum cut-vertex sets is discussed in
detail and the flow charts are provided in the appandix.
Then, the use of cut-vertex set analysis in quantifying
survivability and reliability factors is discussed. The

computer program was developed in "C®" using the following

steps:
Step (1): The user enters the network parameters such as total

number of nodes, total number of links and individual links in
terms of nodes (eg. link=(nodei, node2)). Then, decomposition
is performed according to data pattern sequences (to be
discussed later), and the temp array is labeled for every node
inside the node set being considered. Three different labels
are used in the labelling process: a '-1' label is used if the
node being considered is in array edvl, a '-2' label is used
if the node being considered is in array edv2 and a '0' label
is used for the situation when the nodes in both arrays edvl
and edv2 are the same as the nodes in the node set being
considered. For example, Let's consider a node set containing
node 0 and 1 such as {(0,1). For the given network in Figure
(1), the temp array vill be labeled as in (6). All links are
stored by joining corresponding elements in the array end
vertex 1 (edvl) and the end vertex 2 (edv2) (eg. 1linkl =

(edvl(1l) ,edv2(1l)).
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Fiqure

node set being removed = {0, 1)

edvifi] =0 2 1 0 2 2 3 0 1) (5.1)
edv2(i] =1 0 2 3 3 4 4 5 5] (5.2)
temp{i] = [0 -2 -1 -1 . . . =1 -1) (6)

The array temp(l] has a '0' label because both edvl(1l]
and edv2{[1l] have nodes that are elements of the node set
(0,1). The temp{2] and temp(3] array have label '-2' and '-1'
respectively because node '0' is in edv2(2] and node '1l' is in
edvl[3]. By inspecting the array temp, one can tell which
part of the network is affected by removing of the node set

being considered.

i Cutset (C.) N.
3 1l 01 2
2 02 2
3 2 3 2
4 e5 4 012 3
5 013 3
6 014 3
2 7 023 3
8 0 2 4 3
9 123 3
10 012 3 4
Figure(2) Table (1)
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Step (2): After the labelling of the temp array, some nodes
have remained intact and these nodes are used to form
subgraphs. In the above example, subgrph with nodes (2, 3,
4) and subgraph with node {(5) are formed as in Figure{2) due
to the fact these nodes were not part of the node set that are
removed.

Step (3): In this final step, the program simply inspects
whether all the subgraphs are connected or not. If some.
subgraph (or subgraphs) are not connected (stand alone status)
then the node set being decomposed is a cut-vertex set.
Otherwise, if all subgraphs are remain connected, the prcgraa
will move on to consider another node set. Table(l) shows all
cut-vertex sets for the network in Figure(l). The minimum
cut-vertex sets for this network are C;, C, and C; as shown in
Table (1).

The above process from step (1) through (3; is repeated
until all minimum cut-vertex sets are obtained. All cut-
vertex sets (not only minimum cut-vertex sets) can also be
found by using the same procedure (1) through (3) with simple
modification. The complete 'C' code for this program can be
obtained as a Technical Memo in technical library of the Rome
Laboratory at Griffiss Air Force Base.

In step (1), decomposition is performed according to a
data sequence pattern from a data file. 1his data pattern is

pre-generated and has the form shown below.
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GI ll 2] 3' . . . . n
e 01, 02, 03, . . . . On,
e o 12, 13, . . . . 1n,

The data file approach is used instead of direct
generation of the node set in the main program for
decomposition because of its simplicity and computational
efficiency. The decomposition will be performed as in the
given matrix; the program considers one node at a time and if
no cut-set is obtained, then two nodes at a time will be
considered, and thus the program will continue to increase the
size of the node sets until all cut-vertex sets are obtained,
or there are no more nodes to consider.

The computational time of finding cut-vertex sets is
increased as the size of the network increases. It is also
increased as the number of nodes in a cut-vertex set
increases. However, large size of cut-vertex set is not
critical in th. IMS. As we can see in the NCF formula in (2),
NCF 1is directly proportional to N;, the number of nodes
removed for the jth decomposition path, which is proportional
to the number of nodes in the jth cut-vertex set. Therefore,
for a cut-vertex set with a large number of nodes, the NCF is
also large which implies that the number of nodes to be

removed in order to force the network into stand alone




configuration is also large. Consequently, the network is
survivable and a cut-vertex set with large number of nodes can
e ignored.

So far the discussion has been limited to survivability
parameters. The robustness of a network can also be
understood by looking at its reliability parameters such as
Mean Time between Failures(MTBF), Mean Up Time (MUT) and Mean
Down Time (MDT). The computation of these reliability
parameters is simple once the cut-vertex sets are found. 1In
the papers [2] and [11], cut-link sets are used in the
calculation of MTBF, MUT, MDT, however, cut-vertex sets are
used to calculate these reliability parameters in this
research since this information is already available fcrom the
previous effort of calculating NCF. Furthermore,
communication nodes are more critical than individual links in
a military communications system (as enemy is more likely to
target a switching center rather than on a single
communication line).

From the definition of a cut-vertex set, if all nodes in
the cut-vertex set have failed, then the network is said to be
disconnected into at least two subgraphs (or) we can define it
as failure of the network in terms of full connectivity. The
event of the failure of a network is defined as in following

equation--

F=E1+E2+E3+.'..."....+E (7)
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where F is the event of the failure of a network and E,
through E, are the events in cut-vertex set 1 throuth cut-
vertex set n. It follows that the probability of the failure
of a network is:

P(F) = P(E,) + P(E;)) + ...... + P(E,) (8)

By using the probability theory, the upper bound of the P(F)

is defined as:

P(F) < UB

where UB = zﬂﬂ pNi (9)

and the lower bound is: P(F) 2 LB

where LB = z"hz 3%1v1 pnwnrtn (10)
and p = fg / (B, + Hg)

from (9) and (10), the expression for P(F) can be written as:

LB < P(F) < UB (11)

In the above formulas N; represents the number of
elements (nodes) in the ith cut-vertex set, M represents the
number of cut-vertex sets, E; represents the events inside the
ith cut-vertex set and L;; represents the number of nodes in

the intersection set of the ith cut-vertex set and the jth
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cut-vertex set. As the above formulas indicate, upper bound
and lower bound will be very small for a large cut-vertex set
since probability is always less than 1 in (9) and (10).
Therefore, large cut-vertex sets have liittle effect on the
reliability cf a network as it did in survivability. The

failure rate of the ith cut-vertex set can be defined as

where N; and p are as defined above, and u, is the mean time
spent in operational state, puy; is the mean time spent in
failure (detailed computation of u, and puy; can be found in
Plotkin and Einhom [11]). For a reasonably reliable network,
MTBF, MUT and MDT are obtained using the formulas described in

Cavers [2].

MTBF = [ £, R, ] (13.1)
MUT = MTBF ( 1 - P(F) ) (13.2)
MDT = MTBF. P(F) (13.3)

where P(F) is defined in (8) and R; is defined in (12). From
the observation of (8) and (12), the computation for MTBF, MUT
and MDT are simple once the cut-vertex sets are obtained.

As stated ecarlier, topology management is critical to the

IMS., Using cut-vertex sets we can quantify how effectively a
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network is in utilizing its resources, and the IMS can use
this information to make adjustments. However, we have
experienced that the computation of the cut-vertex sets is a
time consuming process and further study is required in
finding the faster algorithms. One other possible alternative
is to find the reliable sub-optimal method to evaluate the
topology of the IMS system rather than using the optimal or
direct method which actually computes the unlimited siz2 of
cut-vertex sets.

According to equation (2) and equations (9), (10) and
(11), a large cut-vertex set is insignificant in terms of
survivability and reliability in IMS. Therefore, we can set
up a threshold (say the maximum cut-vertex size is 5 for a 20
node network or 25% of the total nodes) and compute the cut-
vertex sets. If the number of nodes in the node set being
considered reaches the threshold, we can just discontinue the
computation process and assume the network has a resonably
high degree of survivability and reliability. This is
practical implementation because we need to be particularly
concerned with the cases where a network is vulnerable to a
small cut-vertex set. For example, if we have a 20 node
network and we know that an enemy must take out a certain 5
nodes (or less) to disjoint the network, then that knowledge
is useful to the IMS to take preventive action. However, for
cut-vertex sets with larger number of node elzments (e.g. cut-

set with 10 nodes for a 20 node network) are not useful
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because it is impractical for the IMS to reconfigure such a

large scale. Thus it is helpful to set a threshold value for
limiting the calculation of cut-vertex sets, because the goal
is to respond yuickly to warnings which indicate that the

survivability of an entire network is sensitive to an attack

on a small set of nodes.

V. sio

The Communications Network Operating System II (CNOS II)
program at Rome Laboratory is developing the system
specifications and a prototype testbed of an Integrated
Communication Network Management System (IMS). This effort is
being performed by the Standford Telecommunications, Inc. of
Reston, Virginia and is scheduled for delivery in March 1992.
The results of the research on cut-vertex set analysis in this
parer will be integrated into the IMS prototype development
effort, and will be tested within the IMS testbed to determine
the effectiveness of cut-vertex set analysis in a real-time
network management system. Information on cut-vetex sets can
be passed to network management decision making algorithms and
used to perform management/control actions to enhance network
survivability. The IMS prototype is the ideal environment for
evaluating the efficiency and accuracy of alternative
algorithms, technologies and procedures such as cut-vertex set
analysis, the results of which may lead to future appiications

of this work in network management.

1-16




APPENDIX




TN

4

input:
# of nodes, # of links,
links in terms of

|
| R82 the data pattem
4 from data file.

Y

Label the nodes being
decomposed in temp
array.

N

Call Sub_grp

= /Q""*>
- —<_stlil connected?
Y no

Write the set of nodes
being considered
as cut-vertex set.

‘ Yes
Is anymore nodes >—
No

Output:
Min. Cut-vertex set

Program Ci
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Sntusof the networic
(connected or
dbconnoc«d.)

(*‘*D

Function Sub_grp
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Move on 10 another

Function F_Union
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Introducticon/Statement of Problem

Over the years, one of the tasks assigned to the
Reliability Physics Branch of Rome Laboratories is the
investigation (and hopefully control) of electroemigration ir
thin metal films. The atoms of a thin metal film are
observed to move and migrate under the influence of electric
fields: this is the process of electromigration.
Electromigration can occur even in low electric fields and
relatively small current densities. Electromigration can be
so severe that holes, or “voids®, appear in the metal films.
The number and size of the voids can increase to the point
that the electric resistance of the film is many times
greater thag before electromigration occured. If the thin
film is part of a microelectronic chip, the chip eventually
fails: clearly a problem in the domain of Reliabilty Physaics.

The Reliability Physics Branch has several techniques
available to tackle this problem. A Scanning Electron
Microscope (SEM) 1is available and has already proven
instrumental i1n electromigration studies. A Scanning Auger
Electron Microscope contributes elemental information to the
work. Soon photoemission spectroscopies will also be
available to probe the electronic structure of the thin films
as they grow and undergo electromigration. In order to glean
structural 1nformation about the surfaces and films a Low

Energy Electron Diffraction (LEED) system was proposed and
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installed. It is the demonstration of this Low Energy
Electron Diffraction system which is the focus af this
report.

At atmospheric pressure an atomically clean surface wiil
be covered with a layer of contaminants in less than a
second. in order to maintain a clean surface long enough to
do experiments (and indeed to permit the cleaning of a number
of materials) LEED, like most cther surface spectroscopies is
performed with both the sample and the analyzer under
ultra-high vacuum. The cleaning of the sample and the
ultra-high vacuum (UHV) restriction are key considerations,
then, 1n the design of appropriate sample holders and the
demonstration of the LEED equipment. The development of the
sample holder, the cleaning procedure for the sample to be
examined for demonstration purposes, as well as the LEED

technique itself will be discussed in the following sections.
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The Low Energy Electron Diffraction Technique

As the name implies, LEED is a diffraction technique,
much like x-ray diffraction or laser diffraction techniques
used in other technologies. In any diffraction technique,
the incident wave hits the sample and bounces off. Different
parts of the same wave front may be reflected from different
atoms (see Figure 1). The total path lengths traveled by the
two parts of the wave will then be different. 1If the
difference in the path length is equal to the peak-to-peak
wavelength of the incident wave (or an integral number of
wavelengths), the two scattered parts of the wave front are
said to be in phase, and the two scattered parts reinforce
each other (the peak of one wave adds to the peak of the
second wave). This is called constructive interference. If,
on the other hand, the difference in path length is equal to
half of the peak—-to-peak wavelength of the incident light
then the peaks of one part of the scattered wave add to the
troughs of the aother part of the scattered wave, and the two
parts cancel each other out. This is called destructive
interference.

It thus becomes a question of geometry. The wave

scattered in some dar=ctions will have interferred
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constructively and so the wave will be intensified, and in
some directions it will have interferred destructively and
the wave will be cancelled out. If the incident wave hits the
surface perpendicularly, we can describe the condition for
constructive :nterference mathematically as follows. If the
distance between the atoms of the surface is d and the wave
is scattered it an angle 8 (measured from the surface normal)
then the additional path length will be d sin(8). So to have

constructive interference (increased intensity) we must have

AnA=d sin(8)

where A 1s the wavelength of the incident wave and n is an
integer.

Although one usually doesn 't think of an electron as a
wave, it nonetheless behaves like a wave in a lot of
experaiments. Quantum mechanically the wavelength of the

electron is related to its energy by

E = (h/0)*/2m

where h i1s Planck’s constant and m is the mass of the

electron. The energy of the electron is just the kinetic
energy the electran has gained when accelerated through a
voltage V. Solving this equation for the wavelength and

putting 1n the constants, we get
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A =11.50a/V"

where the voltage is in volts and the wavelength is in
nanometers.

The advantage of using electrons as the incident waves
instead of x~rays or visible light is that electrons do not
penetrate very well into the surface under investigation.
This means that electron diffraction is very surface
sensitive. Electron diffraction gaves information only about
the top few layers of atoms, making it an ideal probe for
surfaces aor very thin films. When coupled with a technique
that gives infarmation about what kind of atoms are sitting
on the surface, such as Auger Electron Spectroscopy, LEED can
be a powerful tool in understanding the than films used 1in
microelectronics.

When LEED is done in a laboratory, a beam of electrons
are accelerated to a chosen enerqgy, usually less than 500 eV
(electron volts) in an electron gun. The beam of electrons
hits the sample (usually placed perpendicular to the beam)
and it is diffracted back. The diffracted electrons are
observed by using a phosphor coated screen. The phosphor
emits light when hit with an electron so a bright spog
appears on the screen where the electron wave interferred
constructively and the screen i1is dark where the reflected

waves cancel each other out. Usually a slight retarding
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potential is put on a second screen in front of the phosphor
screen so that only the perfectly diffracted electrons get
through and light the screen.

In general the electron gun and the phosphor screens are
purchased as a unit; the challenge is to configure the sample
holder and the experimental chamber to accomodate whatever
experiments the LEED is to be used for. This is the topic of

the next section.
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Sample Holder Design and Chamber Configuration

Although the experaiment used to demonstrate the LEED
system was a simple examination of a Ag(10@) single crystal
surface, the system is intended to be used to do
electromigration studies. This imposes some restrictions on
the design of the sample holder and the chamber
configuration. For example, the sample must be electrically
1solated from the chamber. This allows a controlled current
to be passed through the sample, both to produce electro-
migration and to resistively heat the sample. Also, one
would like to be able to sepsrate changes in the surface due
to the applied current from those changes due only to thermal
processes. To this end, sample cooling and temperature
measurement of the sample are also included in the design.
Sample placement (and therefore sample holder design) 1is
limited also by the electron optics of the LEED screens and
the electron gun. All of these requirements must be met 1n a
design compatible with the ultra-high vacuum required for
sample cleanliness.

The sample halder is sthn schematically in Figure 2.
The sample holder consists of a hollow, L-shaped, stainless
steel tube. Three 1 mm diameter tungsten rods run down thé

center of the tube and out the end through ceramic-to-metal
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SAMPLE HOLDER

Thermocouple provides
temperature information

Tungsten rods: provide botn
st -uctural support for sampie
«nd electrical connection
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— Vacuum seal

Stainless steel tube; When filled
with LN2 permits cooling of
sample to 100K

Ceramic feedthroughs allow
sample to be electrically
isolated from the chamber
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feedthroughs-which provide‘electric isolation and vacuum
compatibility. The sample is supported by loops of thin
nickel wire which are spot welded to the tungsten rods. The
sample can be cooled to 130 K (as determined by a Chromel-
Alumel thermocouple) by pouring liquid nitrogen into the
sample holder. For this reason, this kind of a sample holder
is sometimes referred to as a "coldfinger”.

The chamber configuration is alsc important. The
chamber is pumped by an ion pump, a titanium sublimation
cump, and a turbo-molecular pump which is backed by a
mechanical pump. Besides the LEED screens and electron gun,
the chamber is also equipped with a Varian ion gun, a mass
spectrometer, and an ion gauge. The ion gauge monitors the
pressure in the chamber and the mass spectrometer can be used
for leak checking or Thermal Desorption Spectroscopy (TDS),
another useful surface analysis technique. The ion gun is
used to clean the sample.

Both the ion gun and the LEED optics are mounted in the
same horizontal plane. A rotary motion feedthrough mounted
on the coldfinger allows the coldfinger to be turned from

facing the ion gqun to facing the LEED screens.




Sample Preparation and LEED Demonstration

As a caution to the reader, 1 would note that
appropriate sample preparation depends dramatically on the
material of the sample used. The proper cleaning procedure
for many materials can usually be found in the literature.
The method outlined below is appropriate for the Ag single
crystal, but may be quite damaging to other surfaces.

The sample used to demonstrate the LEED system was a
Ag(10Q) single crystal, oriented by x-ray backsattering and
spark cut to a thickness of about 1 mm. The crystal was
polished with a series of diamond paste solutions, starting
with 15 micron {(u) diamond paste, followed by B u, 5 u, ! u,
and 0.5 u paste. The crystal was then cleaned with acetone
and methanol and mounted on the sample holder. The
thermocouple was mounted on the sample and the coldfinger
mounted on the chamber.

The crystal was cleaned by repeated cycles of Ar+
sputtering with 500Q eV ions and annealing to roughly 50@ ©C.
The first sputter of each day was done with the sample at
room temperature, with subsequent sputtering done at 300 °C.
Typically, the sample was sputtered cold for about an hour,
then sputtered warm for 45 minutes followed by a half hour
anneal. This sequence of sputtering and annealing was done
until a clean, well ordered surface was produced, as
evidenced by the observation of LEED spots. As is usually
the case, cooling the silver with liquid nitrogen after the

final anneal sharpened the LEED image.
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Appendix: Notes for the User

There are a number of things unique to the LEED chamber
in use at Rome Labs. Following is a collections of nates

which may be useful for persons operating that system.

1. For this system, the sample should be placed @0.75
inches from the front edge of the LEED screens. Great care
should be taken in mounting the sample so that 1t 1s paraliel
to the LEED screens. Some correction of this angle :s
provided by the bellows surrounding the coldfinger, but

Qross errors cannot be corrected for.

2. If the sample is placed at the required ©.75 inches
from the LEED screens, the angle between the surface normal
and the outside edge of the screen is roughly 70°. 1f the
electron accelerating voltage is tuned so that the first
order spots (n=l) are at the edge of the screen, the
separation d between the diffracting atoms on the surface may

be easily obtained from

d = 1.068 4 (1.504/V)'

where V 1s in volts and d is in nm.




3. When removing the coldfinger from the chamber, care
should be taken to break the vacuum BELOW the rotary motion
feedthrough. Because of the shape of the coldfinger it
cannot be slipped through the rotary motion feedthrough: 1if
the vacuum is broken above the rotary motion feedthrough the
coldfinger must be rewelded in order to replace the copper

gasket above the feedthrough.
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ANALYSIS OF THE ELECTROMIGRATION-INDUCED FAILURE
IN THE VLSI INTERCONNECTION COMPONENTS AND
THE MULTISECTION INTERCONNECTIONS
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Matthew M. Leipnitz, Graduate Student

Department of Electrical Engineering
Michigan Technological University
Houghton, MI 49931

ABSTRACT

We have carried out a first-order analysis of the electromigration
induced failure effects in the various VLSI interconnection components
including the multisection interconnections using the series model for
failure mechanism. The Components include a straight interconnection
segment, an interconnection bend, an interconnection step, an intercon-
nection plug, an interconnection via, an interconnection overflow, a hor-
izontal multisection interconnection, a vertical multisection interconnec-
tion, a mixed multisection interconnection, and a power/ground bus.
First, by considering the effect of average flux density on the grain-
boundary migration, we have reduced each interconnection component
in to a series or series-parallel combination of straight segments. Then,
for each of the components, we have investigated the dependence of the
median-time-to-failure and the Log-normal standard deviation of the
corresponding failure distribution on the various component parameters.
The results can be utilized to choose optimum values of the component
parameters for minimum probability of interconnection failure due to

electromigration.

3-2




1. INTRGDUCTION

Continuous advances in the field of VLSI are resulting in smaller integrated cir-
cuit chips having millions of interconnections that integrate the components on the
chip. Interconnection failure caused by clectromigration is one of the major factors
responsible for lowering the effective lifetime of the chip [1-3]. Therefore, it is very
important to understand the dependence of the electromigration induced interconnec-
tion failure on the vanous interconnection parameters. In fact, in the past, several stu-

dies have been dedicated to this effort [4-8].

In general, an interconnection line on an IC Chip consists of several components
such as straight segments, bends, steps, plugs and vias. In addition, there are power
and ground buses serving several logic gates on the chip. For submicron width inter-
connection lines, there can be sections along the line length suffering from material
overflows. In this report, for the first time, we also introduce a multisection intercon-
nection which can be dezigned in three possible configurations: horizontal, vertical and
mixed. A multisection intersection differs from a generally employed interconnection
in that a driver and its load are connected by more than one interconnection line thus

providing more than one path for the current/voltage signal to flow.

In this report, we present an analysis of the electromigration-induced failure in
each of the interconnection components listed above. First, using the effects of the
average flux density on the grain boundary migration in the interconnections, we have
derived expressions for the effective lengths, widths and thicknesses of the staight seg-
ments equivalent to each of the components. Then we have used the series model of
failure mechanisms in the interconnections {9] to determine the series or series-parallel
combinations of straight segmenis equivalent to each interconnection component.
Finally, we have studied the dependence of the electromigration-induced Median-
Time-to-Failure (MTF) and the standard deviation of the corresponding lognormal

failure distribution (¢) on the various paramet: s of each interconnection component.
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2. REDUCTION OF COMPONENTS INTO STRAIGHT SEGMENTS

First, we have analyzed a straight interconnection segment, shown in Figure 1(a),
of length L, width W and thickness T carrying a current [ at a given temperature.
Then, by considering the effects of the average flux density on the grain boundary
migration in each interconnection component, we have reduced it to a series-parallel
combination of equivalent straight interconnection segments. The average flux density
in a component was determined by using the intercciinection current / and the average

cross sectional area throughout the component.
The additional area in an interconnection bend of angle 85, shown shaded in Fig-

ure 1(b), was found equivalent to a straight segment of length Lg and width Wp given

by the expressions:

L nW(lSO—OB)
B = 360

w2(1+Vtan(6z/2))
B= W+,

For a bend angle of 90 degrees, these expressions yield values in agreement with those
derived by Frost and Poole [9].

An interconnection line of length L, width W and thickness T having a single
step of height H and angle 85, shown in Figure 1(c), is equivalent to three straight
segments each of width W, lengths Lg, Lg, and Lg,, and thicknesses T, Ts, and Ty,

respectively given by the expressions:

H
b= ey
TS‘=T

H
Le. =T cos O¢ +
5 TSmOy

Tg, =T cos 8
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& T (180 -85 ) (1 - cos 6 )
S T30

T2 ( 1 + cos? 85 — sin 6 cos 65)
ST TTTTLs,+T (1-cos 85 )

Two straight sections of an interconnection line of total length L, width W and
thickness T joined by a single plug of length A and square dimension Wp, shown in
Figure 1(d), is equivalent to three straight segments of lengths Lp , Lp, and Lp, , widths

Wp,, Wp, and Wp , and thicknesses Tp , Tp, and Tp,_ respectively given by the expres-

sions:

Lp =L -Wp

Wp =W

Tp =T

Lp,=H

Wp, = Wp

Tp, =Wy

Lp -.8.(T+WP)

Wp, =W
_T(W+Wp)

P= I,

An interconnection line of length L, width W and thickness T having a length Ly
suffering from overflow ( top and end views are shown schematicaily in Figure 1(e) ),
is equivalent to two straight segments of lengths Ly, and Ly, widths W, and Wy,

and thicknesses Ty , Ty, given by the expressions:
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To,=T

Wo, =W

Lo,=Lg

To, = -W+‘/w;+4wr
Vo, T

Two straight sections of an interconnection line of total length L, width W and
thickness T joined by a via of height H, width Wy and angle 6y, shown in Figure
1(f), = anaivalzu to four straight segments each of width W, lengths Ly, Ly, Ly, and

Ly, and thicknesses Ty, , Ty,, Ty, and Ty, respectively given by the expressions:

_ Oy T (1+cos®y))

bv = 720
T2 [ 1 + cos@y sinBy + cos® Oy ]
V' T ZL, ¥ T 1+ cosby |
H
Ly = -Tsi
V= smpy T S
Ty, =T cosby
T
Ly, . =
2sinf tan”t|__ .
l LG ] [
T? T
+T | #y -
y) tan@v v tan§v
TV, = LV -
3
H
Ly, =L =Wy -
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Tv =T

4

A horizontal multisection interconn=ction of 'ength L consists of a paraliel combi-
nation of N interconnections each of length L, width W and thickness 7 placed
between two rectangular pads each of length Lpyy and width W,y = (2N ~1) W on
each side which are in turn connected to the interconnection driver and its load. A
schematic diagram of the top view of a horizontal multisection interconnection is

shown in Figure 1(g).

A vertical multisection interconnection of Length L consists of a parallel combi-
nation of N interconnections one of which is printed on top of the substrate while the
others are embedded in the substrate exactly below the top section. Each section is of
length L, width W and thickness T. The sections are connected to each other at the
ends by conducting plugs each of length Lp. A schematic diagram of the side view of
a vertical multisection interconnection is shown in Figure 1(h). A mixed multisection
interconnection is formed by mixing the horizontal and vertical multisection intercon-
nections i.e. it has a few sections printed on top of the substrate in addition to a few

sections embedded in the substrate.

As shown in Figure 1(i), a power or ground bus serving N, gates on the
integrated circuit chip was modelled as a series combination of N straight segments

carrying currents equal to 7, 27, 3/,....., N,I where I is the curren* in each gate.

3. CALCULATION OF MTF AND LOG-NORMAL STANDARD DEVIATION

First, for a basic conductor element of length 10pm, the median-time-to-failure

was found by using the expression [9):

wrt | 11.63 10,740.74 E, / T,
MTF =1,523.0 W - 307 + e oK
Ix10° [ w7 J
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where [ is the interconnection current in mA, n is the current density exponent, E, is
the activation energy of the interconnection material in eV, Tg is the temperature in
Kelvins, W is the interconnection width in pm and T is the interconnection thickness
in pm. Then, as a first approximation, the median-time-to-failure of a series combi-

nation of N elements ( MTF, ) was found by using the expression:

b 1 v b o+ ]

MIF, MIF, MIF, MTFy

whereas that of a parallel combination of N elements ( MTF, ) was found by using the

expression:

MTF, = MTF | + MTF, + ....... + MTFy

The lognormal standard deviation (G) of a basic conductor element of width W
(.m) was given by [9]:

2.192

o(w)=TV—M + 0.787

Then, for a straight segment of length L, it was calculated by using the expression:

0, =0 n—0-304
where
o < L m)
10

4. THE PROGRAMS "EMVIC", "EMVIC-2" and "EMGRAPH"

To date, we have developed three programs called EMVIC, EMVIC-2 and
EMGRAPH. Each of the programs is interactive and extremely user-friendly. EMVIC
and EMVIC-2 are writter in FORTRAN-77 while the graphics program called
EMGRAPH is written in C.
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The program EMVIC can be used to determine the MTF and Lognormal standard
deviation of a straight interconnection segment (sis), interconnection bend (ib), inter-
connection step (is), interconnection plug (ip), interconnection via (iv), interconnection
overflow (io), horizontal multisection interconnection (hmsi), vertical multisection
interconnection (vmsi), mixed multisection interconnection (mmsi) and a power/ground
bus (pgbus). (The symbols in parentheses were used to name the data files as
explained below.) First, the user uses the default values or chooses his/her own values
for the several parameters of any component listed above. For a straight segment, the
parameters include its length (i), width (iw), thickness (it), temperature (temp), current
(curr), current density exponent (cde) and its material’s activ-tion energy (iae). In addi-
tion to these parameters, the other components are defined by the additional parameters

listed below:

INTERCONNECTION BEND: Bend Angle (ba)

INTERCONNECTION STEP: Step Height (sh), Step Angle (sa)

INTERCONNECTION PLUG: Plug Length (pl), Square Plug Dimension (pd), Plug
Material Activation Energy, Lower Level Material
Activation Energy

INTERCONNECTION VIA: Via Height (vh), Via Width (vw), Via Angle (va),
Lower Level Material Activation Energy

INTERCONNECTION OVERFLOW:
Overflow Length (ol)

HORIZONTAL MULTISECTION INTERCONNECTION:
Number of Horizontal Sections (nhs), Source/Sink Pad
Leagths (spl)

VERTICAL MULTISECTION INTERCONNECTION:

Number of Vertical Sections (nvs), Vertical Plug
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Lengths (vpl), Plug Material Activation Energy
MIXED MULTISECTION INTERCONNECTION:
Number of Horizontal Sections (nhs), Number of
Embedded Vertical Sections (nvs), Vertical Ping
Lengths (vpl), Source/Sink Pad Lengths (spl), Plug
Material Activation Energy
POWER OR GROUND BUS: Number of Gates Served by the Bus (ng), Current in
Each Gate (gc)

After the user defines the component, EMVIC calculates the MTF and ¢ for it and
displays these values on the screen. The user can choose to write the simulation resuits

on an output file called EMVIC.OUT.

The program EMVIC-2 incorporates and extends the program EMVIC in the
sense that it allows the user to study the dependence of MTF and ¢ for any component
on its several parameters. First, the user can define the reference component. Then
he/she can select a variable parameter and choose its lowest and highest values for the
dependence analysis. The number of points at which the analysis is to be carried out
can also be selected by the user. Then, EMVIC-2 calculates MTF and ¢ at evenly dis-
tributed points in the range of analysis and writes the results on an output file called
EMVIC-2.0UT. It also creates data files named COMPONENT-PARAMETER.DAT
one for each parameter of every component analyzed by the user. The values of COM-
PONENT and PARAMETER are the symbols enclosed in the parentheses above.
These data files are written in a format required by the graphics program EMGRAPH.
At this point, the user can use EMGRAPH to plot the results of any of the above
dependence studies. EMGRAPH also allows the user to change the appearance of the
plot in order to create custom plots. These plots can then be sent to a printer. The
source codes of EMVIC-2 and EMGRAPH contain nearly 6.000 and 1,000 lines,

respectively. The flow chart of EMVIC-2 is shown in Figure 2.
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5. SIMULATION RESULTS

The program EMVIC-2 has been used to study the dependence of MTF and G on
the various parameters of each interconnection component. In the following results,
current density exponent was set at 1.0. (Due to length restriction on this report, only
a few results will be included here.)

First, for a straight interconnection segment, the dependence of MTF and ¢ on
the segment width in the range 0.5-5 pmis shown in Figure 3. The relatively sharp
increase in MTF and ¢ for widths less than nearly 2 pm is due to the so-called "bam-
boo" effect [4,5]. For an interconnection bend, the dependence of MTF and ¢ on the
bend angle in the range 10-150 degrees is shown in Figure 4. This figure shows that a
bend angle of nearly 50 degrees resuits in the lowest value of MTF. For an intercon-
nection step, the dependence of MTF and 6 on the step angle in the range 90.1-160
degrees is shown in Figure 5. This figure shows that MTF decreases rapidly as the
step angle approaches 90 degrees. This is because of the gradual thinning of the
material at the step. For a horizontal multisection interconnection, the dependence of
MTF and ¢ on the number of horizontal sections in the range 1-5 is shown in Figure
6. This figure shows that MTF varies nearly a. n2 where n is the number of sections.
This is because the current density in each section is nearly (1/n) of that in the original
single-section interconnection and further because all sections must fail before the
interconnection fails completely. Similar dependence on the number of vertical sections
was observed for the vertical multisection interconnection as shown in Figure 7. How-
ever, compared to the horizontal configuration, vertical multisection interconnection
offers the advantage that it does not require any additional space on the chip. For a
1,000 wn long power or ground bus serving 100 identical gates, the dependence of
MTF and ¢ on the current in each gate in the range 0.1-1 mA is shown in Figure 8.
This figure shows that increasing the gate currents results in lower values of MTF for

the bus, as expected.
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6. SUMMARY AND CONCLUSIONS

To summarize, we have carried out a first-order analysis of the electromigration
induced failure effects in the several interconnection components. First, each com-
ponent has been reduced into a series-parallel combination of equivalent straight inter-
connection segments and, then, the series model of failure mechanism has been used to
determine the MTF and the corresponding lognormal standard deviation (o) for each
component. The algorithms have been used to study the dependence of MTF and ¢ on
the various parameters of each interconnection component. Though, due to the approxi-
mations inherent in the series model, the analysis presented in this report gives approx-
imate results, yet these can be used to draw important conclusions regarding the optim-

ization of the various interconnection components.
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Figure 1(a): Schematic diagram of a Straight Interconnection Segment

Figure 1(b): Schematic diagram of an Interconnection Bend

Figure 1(c) Schematic diagram of an Interconnection Step
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Figure 1(h): Schematic diagram of a Vertical Multisection Interconnection
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WINDOWING COMPARISON PROJECT:
THE EFFECT OF WINDOW SHAPE AND SIZE ON
PHONEME IDENTIFIABILITY

Beth L. Losiewicz, MA

ABSTRACT

A variety of window sizes (4, 8 and 16 ms) and shapes
(Exponential, Gaussian, Hanning, Triangular, and Rectangular) were
investigated for their effect on phoneme identifiablity. FFT
spectrograms were created with every window size/shape
combination for fricatives, stops and vowels, to see what effect
different windowing parameters had on the identifying
characteristics of different phonemes. For vowels, the 8 ms
Hanning did the best job. For fricatives the 8 and 16 ms Gaussian
and Triangular windows were best. For stops, the 4 and 8 ms
Hanning window did the best job.

INTRODUCTION

For several decades, speech researchers and engineers have,
with limited success, attempted to develop a machine that can
recognize human speech. Assuming that humans comprehend speech
through a process of segmenting speech into its constituent
phonemes, researchers have attempted to isolate the characteristic
signature of each phoneme using spectrograms to represent the
time, frequency and amplitude characteristics of the speech signal.
Today, spectrograms are usually generated by computer from a
digitized speech signal, using a Fast Fourier Transform (FFT).

A variety of window functions have been developed to be used

with FFT spectrograms, in an atiempt to reduce the artifacts that
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result from application of an FFT to a finite signal (Harris, 1978;
Rhody, et. al.,, 1985). The problem of speech recognition has
nonetheless proven relatively intractable. In the most successful
machine recognition algorithms, speech signal cues have been
supplemented with lexical or syntactic information, or speaker
variables have been carefully controlled. Researchers continue to
search for better ways to represent the speech signal (e.g. Lineback,
1984; Nathan and Silverman,1990; Rhody, Houde, Parkins and Dianat,
1985) with the goal of improving machine speech recognition.

In this study a variety of window shapes and sizes are
analyzed to see if they interact with phoneme type. That is, does
any particular window shape and/or size give better information
about one class of phoneme, while a different ones gives better
information abcut a different class? Conventional speech
recognition paradigms have confined themselves to a single window
size/shape for the analysis of all phoneme types. But what if
different phoneme types were better represented with different
window sizes, or shapes? If so, multiple FFTs could be run in
parallel on the speech signal, and the window best suited to each
phoneme could be used in the analysis of that phoneme.

Since time information is critical in the identification of stop
consonants, for example, we might expect short windows to produce
the best spectrograms for their analysis, as short windows have
better time resolution. On the other hand, longer windows give
better frequency resolution, so we would expect them to give better

information for vowel identification. In addition, longer windows
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for vowels should make the resulting spectrogram less sensitive ‘o
window placement, as averaging will occur over severai pitch pulses
(Graff and Lundgr-.., 1987). With the increased computational power
of modern computing devices, it is feasible to run parailei FFTs on
multiple window shapes and lengths, which could then be used
differentially in the analysis of different classes of phonemes.

An important caveat to the investigation reported here must be
noted. The analysis of the spectrograms in this study was done
visually. Presumably the human eye picks up, from a spectrogram,
essentially the same information that a speech recognition machire
does from the speech signal. But this is an assumption, and
undoubtedly not entirely accurate (cf. Kent, 1983). Further, the
analysis was carried out by a single researcher, which incr .~2s the
possibility of subjective bias. As a result, this study is ir.....ded
merely as a pilot, to target likk window size/shape combinations,
which could then be tested in machme recognition paradigms.
METHOD
Speech Data

Speech (sentence) files were selected from the TIMIT data
base to obtain a representative sampling of phonemes from different
phoneme classes. The fricatives chosen were /F/, /V/, /S/, and /Z/.
The vowels chosen were /AA/, /AE/, /IY/, IOW/, and /UX/. All six
stop consonants were analyzed. The TIMIT sentence files used, and
the phu....nes selected from them, are listed in Appendix A.

Phoneme samples were isolated for analysis by cutting the

longer TIMIT digitized speech signal to standardized icngths. The
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length of each phoneme file within a phoneme class was identical
(except for the few cases noted below in which a longer speech
signal was needed to capture the phoneme and its context). For
fricatives, each phoneme file was 200 ms long. For vowels, each
file was 200 ms long (except for /OW/ in DON'T, for the female
speaker (100 ms); and /AE/ in RAG, which was 250 ms). For stops,
each speech signal was 100 ms long (except /K/ in CARRY, which
was 200 ms;.

One phoneme file for a male, and one for a female speaker was
created for each of two examples of each phoneme. Each of the two
examples was taken from a different phonetic context. Thus, for
example, four phoneme files were made for the phoneme /D/. A
male-, and a female-speaker phoneme file for /D/ were created from
the phrase "YOUR DARK;" and a male and female phoneme file were
created from the phrase "DON'T ASK."

All of the TIMIT data files were originally digitized with a 16
kHz sampling rate, and 16 bit quantization.

Equipment

Spectrograms weie generated using ESPRIT software (Explorer
Speech Processing from Rochester Institute of Technology) adapted
for a Texas Instruments MicroExplorer. The size of the sample
windows always equalled the FFT point size, and a 0.94 preemphasis
(6 db per octave lift) was applied to each window prior to the FFT. A
fioating point FFT was used with Hanning and Rectangular windows,
and an integer FFT was used with the remaining window types.

Spectrograms were produced in log scale, in a monotone gray-scale
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dither pattern, and printed on an Apple LaserWriter [INTX with 72
DPI print resolution.
Pr r

An FFT spectrogram was produced for each phoneme file, using
4 ms (64 samples), 8 ms (128 samples), and 16 ms (256 samples)
windows factorially combined with Exponential (E), Gaussian (G),
Triangular (T), Hanning (H) and Rectangular (R) windows (For a
description of the G, H, T and R windows, see Harris, 1978. For the E
window, see Rhody, et. al., 1985. Windows were overiapped 50%.

For analysis, spectrograms were grouped by phoneme, sex of

speaker, phoneme context (i.e. the phrase from which the phoneme
was taken), window size, and window shape. Spectrograms were
then visually compared in the following manner.  Within a given
window size, the best window shape was chosen for each phoneme
exemplar. (Recall there were four exemplars for each phoneme -
male/female X 2 phonetic contexts.) "Best" was defined as the
spectrogram that exhibited the clearest critical feature information
for that phoneme class. For vowels, clarity and separation of
formants were the critical comparison features. For fricatives, the
overall strength of the frequency components, frequency resolution
at the transition from the vowel, and the presence (or absence) of
low frequency energy for voiced (or unvoiced) fricatives were
defined as the critical features. For stops, overall strength of the
signal, clarity of transition to the following vowel, and time
resolution were the critical features by which "best" was

determined.
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After the "best" window shape was chosen for each of the
exemplars of one phoneme, results were compiled across exemplars
to yield a "best” window shape for that phoneme/window size. If the
"best” window shape was different for male than for female
speakers, this w' =~ noted. The same phoneme files were then
analyzed in the same manner for the other two window sizes.
Finally, the "best" spectrograms (chosen within window size) were
compared across window sizes to determine the "best" overall
window for that phoneme. This procedure was repeated for each
phoneme, and for each class of phonemes, aliowing both specific
((to sex of speaker, phoneme context, etc.) and general (phoneme, and
phoneme class-level) information to be compiled.

Resul | Di ,

For brevity, window shapes will be referred to by initial
letter only (e.g. Exponential window = E, etc.). Phoneme exemplars
will be referred to by sex of speaker, and word context (e.g. M RAG =
"rag” spoken by a male speaker.) Since all spectrograms for a given
phoneme exemplar were created from a single speech signal file, all
within-exemplar variation is attributable to the manipulated
variation in window shape and size.

Since a variety of overlappi g parameters were considered in
the analysis, comment will be made one the effect of each of them:
window shape, window size, sex of speaker and phoneme category.
(A list of "best" windows for each phoneme exemplar is listed in

Appendix B.)
Window_Shape
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The Triangular, Gaussian and Hanning windows gave remarkably
similar results, except that the Hanning window appeared to slightly
strengthen regions of strong energy and attenuate regions of lower
energy in comparison with the other two. For vowels, this resulted
in a clearer formant separation in the Hanning than in the other two
windows. For fricatives, however, this attenuation of regions of
lower energy was a drawback, since it often completely deleted a
weak FO, or weak high frequency energy in a weak fricative.

The Triangular and Gaussian windows seldom differed in any
essentials. Often it took careful scrutiny to verify that the
spectrograms they produced were indeed different. They were equal
to, or slightly inferior to, the Hanning window, except in the case of
weak fricatives. For weak fricatives, the Triangular and Gaussian
windows performed better than the Hanning window because of the

latter's tendency to attenuate weak energy components.

Contrary to the claim of Rhody, et. al (1985), the Exponential
window ° performed very poorly in almost all cases, being only
slightly better than the Rectangular window. Both of these windows
were consistently "noisier" than the others, but might be useful if
it is suspected that very weak, but important, frequency information

is present in the speech signal but not detected by the other window

" But note that their results are reported for a modified Exponential window, whereas in
this study a non-modified Exponential window was used. See Appendix C for a plot of the
Exponential window used in this study.
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types. Thus they might be useful as a double-check for voicing (F0)
and high energy frequency information in very weak fricatives.
Win i

As expected, there was a trade off between time and frequency
information as a result of window size. Overall, the 4 ms window
did best only for very short stop bursts. For other phoneme
categories, the 4 ms window rarely outperformed the larger
windows for more than a few scattered exemplars. The 8 ms
window was probably the best overall, giving much better results
for fricatives, and slightly better resuits for vowels than the 16
ms window, in the exemplars analyzed.

In general it did not appear that window size interacted with
window shape in any significant way. That is, on the whole, choice
of best window shape did not change across window sizes, nor
vicaversa.

The analysis of window size did yield two surprises. First of
all, it appeared that, in the case of fricatives, window size
differentially affected the strength of the representation of high
versus low frequency energy. While the 4 ms window usually gave
the most information about high frequency energy, the 16 ms
window was more apt to pick up FO information.

The second unexpected result was that the 8 ms window did a
slightly better job for vowels than the 16 ms window. Possibly this
is because 8 ms is closer to the average pitch period length.

After the planned analysis was completed, spectrograms were

created with a 64 ms Hanning window for the phoneme exemplars
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which gave the best (M APTITUDE) and worst (M DARK) vowel
spectrograms in this study. This longer window was expected to be
less sensitive to placement variation since it spans several pitch
periods. The 64 ms window gave clear formant structure for both
exemplars. In the best exemplar, M APTITUDE, the 64 ms window
gave much weaker formant information than the 16 ms window did.
However, for M DARK, which was unreadable in the 16 ms window,
the 64 ms window gave crisp, clear formant structure.

Thus is appears that the smaller windows give adequate
results when formants are well separated, but a larger window is
needed to resolve formants that are quite close in frequency.
However, it is also possible that the poor frequency resolution for M
DARK in this study was an artefact of window piacement. Further
investigation of the effect of much larger windows is necessary
before firm conclusions can be drawr.

Sex of Speaker:

Somewhat surprisingly, sex of speaker had little consistert
effect on which window size or shape yielded the "best" window.
This was especially true for fricatives and stops. For itowels,
although the 8 ms window had an edge over the other two window
sizes for both male and female speakers, the "second best" window
was the 16 ms for males, but the 4 ms window for females.
Presumably this would be because the average male pitch period is
longer than for females. Whether this difference would be enhanced

or attenuated in much larger window sizes (e.g. 64 ms) is not known,
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although the accepted rule of thumb in the speech community is that

the best window size for males and females differs.
Phoneme Category:

Vowels

BEST OVERALL WINDOW FOR VOWELS: 8and16 ms G, H, T

Across exemplars, the 16 ms window gave a slight advantage

for males, and the 8 ms window gave a slight advantage for female
speakers.

Fricatives

BEST OVERALL WINDOW FOR FRICATIVES: 80r16 G, H, T

The criteria for choosing the best window was: strength of
frequency information, frequency resolution at onset of phoneme,
and presence/strength of FO for voiced fricatives.  This latter
criteria was somewhat problematic. /F/ (which is theoretically
voiceless) often showed stronger evidence of FO than some very
weak exemplars of /V/. Further, the presence of FO varied
considerably with window size and shape, so it was often difficult
to determine for certain whether an apparent FO was actually
present, or was merely a windowing artifact.

There appeared to be a tradeoff between high and low
frequency information across window size. The 4 ms window was
more apt to clearly show high frequency energy, while the 16 ms
window was most likely to pick up the FO, usually al the expense of
high frequency information. Since time information is relatively

less important in fricatives (than in, say, stops) the window with
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the best frequency resolution was chosen as the best, as long as the

onset/offset of frication was clearly identifiable.

Stops
OVERALL BEST WINDOW FOR STOPS: 40r8msG,H, T

The criteria for best window was frequency resolution and
time resolution at the CV transition. Since evidence of voicing was
difficult to determine for stops, it was not included in the judgment
criteria. For stops there was a trade-off between time and
frequency resolution with the 4 ms window giving slightly better
time, and the 8 ms window slightly better frequency resolution.
Since the differences were not large, it was generally impossible to
chose one over the other - both did an acceptable job in botn
parameters. The 16 ms windows, on the other hand, had very poor

time resolution with no useful gain in frequency resolution.

Summary and Conclusion

The results of this study confirm the hypothesis that different
window shapes and sizes are best suited to the analysis of different
types of phonemes. For stops, the 4 ms Gaussian, Hanning and
Triangular windows gave the best results across exemplars while
the Rectangular, the Exponential, and all 16 ms windows gave quite
poor results. For fricatives, the 8 and 16 m: Gaussian and
Triangular windows gave the best results. The Hanning window was

poor for fricatives, because it often failed to give FO information.
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For _vowels, the 8 or 16 ms Hanning windows were best for male
speakers, and the 8 ms H window was best for female speakers. The
8 and 16 ms Gaussian and Triangular windows aiso gave good

results, for vowels, and all 4 ms windows gave poor results. A few
spectrograms created with much larger (64 ms) windows, however,
suggested that until these much larger windows are investigated, no
final conclusions can be made about the best window size for

vowels.
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Appendix A: SPEECH DATA USED

TIMIT
SENTENCE

SA1

year.

SA2

SXi4

SX23

SX35

SX56

SX146

TEXT OF SENTENCE / PHONEMES ANALYZED

She had your dark suit ingreasy wash water all

/af /sl
faal [lux/ fiyl
K/
Dont ask me fo cgarry an oily rag like that.
jow/ [ael iyl K/ lael
Isl Y]

Before Thursday's exam, reyiew eyery formula.
b/ vl /]
it

Those mugicians harmonize marvelously.
low/ 12 I2] laa/

Help celeprate your brother's success.
o/

Academic aptitude guaraniees your diploma.
Id/ lux/ g/ I

Cyclical programs never compile.
ol ol o/
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APPENDIXB: SUMMARY OF BE: T WINDOWS BY PHONEME EXEMPLAR

VOWEL CONTEXT

AA DARK
MARVELOUS

AE ASK
RAG

Y ME
GREASY

aw DONT
THOSE

X APTITUDE
SUIT

FRICA-

TIVE CONTEXT

F BEFORE
FORMULA

vV EVERY
REVIEW

S ASK
SUIT

YA HARMONIZE
MUSICIAN

STOP CONTEXT

SPEAKER

P COMPILE
PROGRAM

B BEFORE
CELEBRATE

D ACADEMIC
DARK

T APTITUDE
ME#TO

G GUARANTEES
PROGRAMS

K CARRY
DARK

MALE SPEAKER FEMALE SPEAKER
16msGHT 8 ms GH T (ALL POOR)
ALL POOR 16msGHT
16msGHT(@B8msGHT) 48ms GHT(ALL POOR)
8 ms H T (POOR) 4msGHT

16mMH@BGHT, 186G T)
SmH@BGT,16GHT)
8msGHT

4msGHT

16 ms H (8 ms H)

16 ms H

MALE SPEAKER
8,16 ms TG
816ms TG
8msEGRT
SmSsEGT

4,8, 16msGHT
4,816 msGHT
16msGT
16msGT

MALE SPEAKER

8 msGH(@4,8msT)
4, 8 ms ALL WINDOWS
4msH(@msGT)
4msG@AmsEHRT)
AmsGHT@B8msGHT)
4msGHT
4msGHT
4msGHT
dmsGHT

4 ms ALL WINDOWS
48msEGHT
8msR{4msRGHT)

415

16mHBGHT, 16GT)
I6mMH@BGHT,16G7)
8msGHT

8msGHT

8msHR
4msT,8msGHT

FEMALE SPEAKER
8,16 msGT
8,16msGT
8msGT
8,16msEGT
48 16 msGHT
4,816msGHT
16msGT
1I6msGT

FEMALE

8mH(4 mE,48GRT)
4, 8msGHT
8msH@AmT,8mEQG)
UNREADABLE
AmsGHT(@B8msGHT)
4msGHT(@BmsGHT)
4msGHT

4msGHT

4msGHT
4msH{BmMSEGT)
4msEGHT
8msE(dmMSsEGHT)
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RTS Prototyper's Workbench:

A Tool for Rapid Prototyping Provably Correct Real-Time Systems’

James F. Peters 1l

Syracuse Universily
School cf Computer & Information Science
4-116 CST, Syracuse, NY 13244-4100
and
Computer Science Department
University of Arkansas--Fayetteville
232 Science Engineering Building
Fayetteville, AR 72701

email: peters@top.cis.syr.edu

Abstract

This paper reports work on a prototyper's workbench, which is a software tool for rapid
prototvoina provably correct real-time systems. A real-time system (rts) is
con .cpiludhzed as plart || controiler (read "cooperation Fetween hardware and controller
software used to contro! the operation of the hardware"). The principal aim of this
workbench is to provide a formal basis for prototyping provably correct software for a
real-time system. The workbench has th-ee layers: visualization, specifier's assistant,
and experimentztion. It supports reusability cf desigh concepts with libraries of
existing visual regresentations and temporal specifications.  The workbench can also be
used tc model tie environment for an ris, which makes i{ possible o test the behavior of
a prototype. The focus of this repor: is on the specification layer of the workbench.
Specitications ai2 written in Ada/TL;, which is a languane for specification of the
behavior of real-time sysiems. It merges 1cepts of the specification part ot Ada, VDM
specification of packages, and temporal logic specification of task behavior. Ada/TL;
specifications utilize explicit clock temporal logic, which facilitates formulation of
hard, real-time cornstraints with respect to an external clock. These specifications
prescribe consiraints on state transiticas, properties of behaviors of individual tasks
and properties of interacting tasks. A proof of a system specification consists of
sk.owing that the system property holds over all possible interleavings of the task
behaviors. An example real-time systam (traffic light controlle”) specified in
Ada/TL;; awng with a partial procf of its specification, is presented.

Index Terms -- Ada, hard real-time, prototyping, program specification, real-time
systems, temporal logic, visualization.

" Research supported in part by the Research & Development Laboratories, Culver
City, CA 20230-66058 USA.
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1. introduction

Considerable work has been done on describing the behavior of hard, real-time systems
{[Alug0; Cro88; Har90; Han90a, Hand0b; Hen91; Kop88, Kop89a, Kop89b; Ost89,
Ost90; Pet90a, Pet90b, Pet91a, Pet91b, Petd1ic]. A haru, real-time system (rts) is
a computer system where the validity of resuits produced by the rts depend on both
logical correctness and timeliness [Kop89a]. An ris consists of two main parts:
controller and plant.  The controller is a computer which processes input from the
environment as well as plant and supplies control information to the plant (hardware).
The critical features of a controlier are synchronization (rendezvous), concurrency
{concurrent behaviors of communicating processes), responsiveness (behavior which
adheres to timing constraints), determinism (behavioral transitions which satisfy
enabling conditions), and non-determinism (interleaving of observed behaviors of
concurrent processes). This paper reports work on a Prototyper's Workbench, which
is a software tool for rapid prototyping provably correct real-time systems. The
principal aim of this workbench is to provide a set of tools for developing provably
correct software for an rts. The workbench has three layers: visualization, specifier's
assistant, and experimentation.

The focus of this paper is the specification language Ada/TL;y and its proof system in
developing provably correct rts software with the Specifier's Assistant of the
Prototyper's workbench.  Ada/TLp extends Ada/TL [Han 90a, Han 90b, Pet 90a, Pet
90b], which is an Ada-based specification language which utilizes standard, temporal
iogic. Standard Aua specitication of tasks consists of declarations of tasks and related data
types [Dod83].  Ada/TL consists of (i) VOM style specification of package and task
operations [Jac85, Jonga), (i) local temporal specifications about the behavior of each
task written in temporal logic from [MP 81, MP 83], and (iii) and global system
properties that specify required constraints on the interaction between tasks using
branching {ime operators of UB logic [Ben8i]. Ada/TLy replaces the standard,
temporal logic in Ada/TL with explicit clock temporal logic [Ost 89, Har 90, Hen 91].
As a result, Ada/TLy permits the specification of hard, real-time constraints on the
behavior of communicating tasks.

Pnueli and others [Pnu 79, MpP 81, MP 83, Lam 83] advocated use of temporal logic
for specification of the behavior of concurrent programs and the development of
temporal proof systems  Barringer and Mearns [Bar 82] and Pnueli and DeRoever [Pnu
82] presented proof systems for parts of Ada, which were concerned with verification of
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Ada code, not with. verification of the specifications. Clark et al. [Cla 85] illustrated a
verification method for assertions for finite state systems, which are similar in concept
to the computation graphs described in this paper. Young [You 85] also identifies the
need to verify specification separately from the work of verifying code.

The proof system for Ada/TLn consists of (i) notations for representing states
within a computation graph, (ii) inference rn o= for justifying transformations
between states, with each rule corresponding to ucts and temporal operators in
Ada/TLy, (iii) axioms about progress and fairne .1e tasking computation, (iv) a
constructive proof of properties satisfied over states of the computation. Proof of an
Ada/TL;; specification consists of showing that the system specification is consistent
with all local task specifications. Task properties are taken as premises in the proof of
the system property. Once the system property has been verified, it does not need to be
verified again for the program implementation. The task specifications are intended as
the basis for designing the corresponding task bodies. Proving the tasking specification
will reduce verification of the corresponding Ada code to showing that each task satisfies
its own local specification. The aim of the underlying research is to provide a formal
foundation and a methodology for constructing proof tableaus for tasking system
properties. In practice, a proof tableau would be analyzed using an automated theorem
prover such as a Nuprl [Con 86], which is a part of the Specifier's Assistant in the
Prototyper's Workbench. The extraction of a real-time system program from the
proof of its specification is discussed in [Pet 91b].

An overview of the structure of the Workbench is given in Section 2.  The idea of
visualizing the behavior of communicating processes with temporal input/output
automata is presented in Section 3. The notion of a Specifier's Assistant embodied in the
Workbench is given in Section 4. The form of explicit clock temporal logic (called
TLrt) used by the Workbench is presented in Section 5.  This form of temporal logic
relies on rigid and flexible variables to define the semantics of timing constraints. The
usage of these variables is explained in Section 6. TLy provides a basis for a duration
predicate delay(k), which can be used to specify either a lower bound (Section 6.2) or
an upper bound (Section 6.3) on a system action. A sample Ada/TLrt specification for a
traffic light control system is given in Section 7.  Computation graphs derived from the
proof of an Ada/TLy specification are presented in Section 8. The axioms, rules,
metalanguage (called Temporal Observer's Language), proof structure, and example
proof of a specification are given in Sections 9 and 10. A brief discussion of the
experimentation layer of the Workbench is presented in Section 11.
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2.

Structure of the Workbench.

The workbench consists of a set of layers, which are non-hierarchical:

. Visualization Layer.

The visualization layer is used to model the timed-behavior of a real-time
system. it has an optional natural language interface which can be used to
construct timed, predicate i/o automaton visualizations of behavior derived from
requirements expressed in ordinary language. Timed automata can either be
constructed by hand or in conjunction with a library of existing automata.

. Specifier's Assistant Layer.

The specifier's assistant layer provides an environment for writing what we call
constructive, temporal specifications of a prototype system. The behavior
plant and controller are expressed as deter~anistic, timed predicate i/o
automata. A provision is made for specifying constraints on the interaction
between components of the controller, which is usually a distributed computer
control system with components communicating with each other over a local area
network. Constraints on the behavior of an rts are formulated with the help of a
knowledge base, which contains knowledge about particular applications.  The
byproduct of this layer is a prototype program, which is constructed from the
proof of the specification.

. Experimentation Layer.

The experimentation layer provides an interactive environment for the testing of
prototypes with the help of simulators.
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3. Visualization of System Behavior.

The Visualization Layer of the workbench provides a structured notation for
representing the behavior of a real-time system. This notion makes it possible to
construct finite, directed, labelled graphs called timed, predicate i/o automata (TAjoS).
This layer has a library of timed automata, which can be composed with each other
and/or with designer-supplied automata to form a prototype system. That is, when
automata are composed with each other, they are "connected” together via input/output
channels which permit communication between the automata. The behavior of both the
hardware and the controller can be visualized. Each constructed automaton represents
what is known as an agent. An agent is that part of a real-time system which has its
own identity which persists over time and its own externally observable behavior. The
nodes in these graphs represent agent states (each node is labelled with a predicate
which specifies the activity associated with the agent state as well as hard, real-time
constraints on the duration of a state activity).  The arcs of these graphs represent
transitions between states (each arc is labelled with an enabling condition, which must
be satisfied before the transition along the labelled arc can occur).  The labelling of
these graphs provides an indication of the actions and hard, real-time constraints (read
"required responsiveness”) of an RTS component.  The formulation of the predicates
used to label the noues and arcs of a grapn is done with the help of a natural language
interface.  The role of TAjjes in constructing rts from system specifications is given in
[Pet 91b).

4  Specifier's Assistant

The Specifier's Assistant Layer of the Workbench provides a formal basis for
constructing concurrent programs from proofs of their specifications. Again, this
layer provides an agent-oriented specification technique (processes are viewed
abstractly as agents). The behavior of individual agents is represented assertionally
with explicit clock temporal logic in the specifier's layer. As in the visualization
layer, there is a library of temporal specification templates. These templates are
temporal formulas which can be used to facilitate the development of the specification of
a new system.  Each library template has a corresponding graph (if designers ctioose to,
they can "see" the behavior of the system they are specifying assertionally). In addition,
designer-supplied temporal formulas can be used to construct a corresponding timed i/0
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automaton. Underlying this specification technique is an interest in formulating
reasonable, hard, real-time constraints on the behavior of individual agents as well as
predicting system behavior.

The specifier's assistant utilizes a Temporal Observer Language TOL, which is a
metalanguage used to make observations about the satisfaction of temporal formulas. TOL
provides a formal basis for model checking and a notation useful in proving the
satisfaction of specifications in an automatable proof tableau.  So far in this research, a
form of distributed Ada has been used as the target language [Wen30, Pet 91a].

5  Explicit Clock Temporal Logic

The behavior of a real-time system can be specified with Real-Time Temporal Logic
(RTTL) given in [Ost 89, Har 90, Hen 91]. RTTL is an explicit clock logic which uses
data variables to reference an external clock in assertions. When temporal logic is
applied to the study of processes, the formulas of temporal logic are interpreted as
predicates over sequences of process states [Alp 86]. Each state occurs at some instant
in time in which the values of process variables can be inspected. During a succession of
states, changing values of state variables may entail changing truth values of predicates
about state variables. Temporal formulas can be used to enumerate state transitions
(transformations of one state into a new state) in a behavior as well as the order in
which transitions are made.

RTTL provides a concise means of prescribing a property of a behavior of an rts
controller or plant; such prescriptions are assertional.  This form of temporal logic is
essentially the same as the original temporal logic introduced by Manna and Pnueli {MP
81, MP 83] with the addition of data variables such as T (for timing constraints)
suggested by [Har 90, Hen 91].  Except for some additional derived temporal operators
taken from [Pet 90a, Pet 91b], the temporal logic used in this article is the same as
RTTL. For simplicity, we limit the presentation of RTTL to a discussion of the U
(untity and temporal operators derived from U. We also introduce the derived
temporal operators before, ©W (infinitely often), and seq(p1, P2, P3..-., Pn) (a
temporally quantified sequence of state predicates where py holds before p2, which holds
before p3, ..., before pn). For the subset of RTTL (named TLy) we have chosen, the
temporal language TLgt is defined as foliows:

Alphabet
+ A denumerable set of variables: x, ...
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« A denumerable set of n-ary functions: f, g, ...

» A denumerable set of n-ary predicate symbols: p, q, ...
+ Symbols ~,or, ¥V, (,), U

Well-formed formulas of TLyt have the following syntax:

» Every atomic formula is a formula.
 If x is a variable and A is formula, then ¥ x A is a formuia.

« |If A and B are formulas, then — A, (A or B), (A U B) are formulas.

5.1 Semantics of Temporal Operators.

The — (not), or, and V¥ (all) symbols have the usual semantics. In addition, the
implication symboi = (e, p = q= ~ porq)is used. In defining the following

semantics, the notation

(90,--qx) F pforx >=0

asserts that each of the states in the sequence (qo....,.Qx) satisfy predicate p. In what
follows, let qo represent the current state in a behavior. Let p, q be first-order
predicates. The semantics of U as well as the operators derived from U are as follows:

pUQq== 3K, x:0<=x<=Kk:{qo,-..Qx) Fpand gk F q

p beforeq = 3k:1<=k:qo Fp and (q1,...ak) EFpU g
Op=tue Up

gk F seq(p) =gk F p

seq(p1, (seq(p2, ...pn))) = p1 beiore seq(p2, (seq(p3.....pn))
OWp = seq(p,OWp)

The predicate 'p U ¢ asserts that the predicate q eventually heids (either in the current
or in some future state) and that the predicate p holds in the current ctate and in each of
the states until the state when g holds. By contrast. 'p before q' asserts that p is
guaranteed to hold initially and sometime later g wiil hold. For this reason, before is
called a precedence operator {Kr§ 85]. These powerful terporal operators provide the
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basis for the semantics of the remaining operators in the above list. Tl is used to
specify timing constraints on controller actions.

Branching time quantifiers are defined in a similar fashion, but over composite
states of a system. A system state S is a tuple <G;j,sai, Sbi, Sci, -..> where Gjis a
record of all global data items, and sgj, Sbi, Scj, -.- are states of the component tasks a,
b, and c of the system. A system path is denoted as H = (Sg, S1, S2,.., Si,...). Tlrt
utilizes the branching-time quantifier v .  An assertion of the form all p asserts that

p holds in all system states of all system paths:
YO p= (Vi jin Nats, Sjin Hj: sat( Sj | Hj, p))
6. External Clocks and Timed Behaviors

Explicit clock logic relies on the use of rigid and flexible variables. A rigid variable is
a variable r which can be assigned a value in a particular rts state and r retains its
value across state changes. By contrast, a flexible variable value can change with state
changes. For example, the rigid variable T records the Clock value. We assume that the
value of T can be changed when needed (this is analogous to resetting the external clock
in a timed Biichi Automaton [Alu 91]). The flexible variable time gives the value of
Clock in the current state.  Clock readings are non-negative, real numbers. Each time
an event occurs, a reading of Clock is associated with that event.

6.1 Semantics of Delay

Responsiveness of a system is measured in terms of actual values of deiays. The
duration predicate delay(k) asserts that the external clock is allowed to run for k ticks
before a timeout occurs.  Delay(k) can be used to specify a lower bound cn the number
of ticks before an action is performed; delay(k) can also be used to specify an upper
bound on the duration of an action. A similar technique for specifying timing
constraints on actions is used by [Hand 88].

6.2 Lower Time Bound on System Actions
We can express a lower bound on the number of ticks before a system action begins. |

we let ACT be the action to be performed in ctat~ q.  We can express the fact that we let
the external clock run for k ticks before performing ACT by writing informally
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“delay(k) before ACT."” To see this, let T record the time in state . Assume action ACT
is performed in state q.  Written by itself, "ACT" is shorthand for the assertion "the
action ACT is performed.” Let sat(q | (q'), P) mean that predicate P is satisfied in
state q of the state sequence (q, q'), and sat(q’, Q) mean that predicate Q is satisfied in
state q'. The double turnstile = reads "forces" or "satisfies."” Then satisfaction of
“delay(k) before ACT" over a state sequence (q, q') is expressed in clausal form as
follows:

sat(q | (q'), delay(k) before ACT) :-
q Fdelay(k) and T <= time < T + k,
q FACT andtime =T + k.

This says that the duration predicate is catisfied in state g and k ticks later the predicate
ACT is satisfied in state q' .

6.3 Upper Bound on Actions

We can also express an upper bound on the number of ticks on the duration of a system
action using delay(k). This is expressed rather simply by writing "ACT; delay(k),"
which asserts that ACT cannot be continuously enabled for more than k ticks of the
external clock. The predicate timeout is an enabling condition, which evaluates to true
at the kth tick of the clock (i.e., an action which must be performed within k ticks times
out, and a transition to the next state occurs). The meaning of this upper bound
constraint can be explained concisely by using the satisfaction clause sat(q, P). Then
the upper bound timing constraint can be defined as follows:

sat(q, ACT; delay(k)) :-
q F ACT,
q F time<T+k; /*;reads "or"*/
q E time = T + k and timeout.

7. Ada/TL,4 Specifications

This section illustrates Ada/TL;t notation using an example WalkLightSystem. First,
an Ada specification of the system is given in Figure 1a.
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package WalkLightSystem is
DirectionType is (NS, EW);
ColorType is (Red, Green);
Light : array(DirectionType) of ColorType ;

task type WalkerTask is

-- cycle SelectDirecticn,

--if SeeGreen then Walk

--else ( LightController.PushButton(Direction) and wait, Walk )
--endif;

-- end cycle

end WalkerType;

task LightController is

entry PushButton(DirectionType);

--cycle alternately for EW and NS,
--delay(MinWaltkTime);

--wait for PushButton or delay(WaitTime) ;
--Changelight; clear PushButton queue

-- end cycle;

end LightController;

Walker: array ( positive range <> ) of WalkerType;
--System property: all concurrent Walkers have the same direction;

end WalkLightSystem;

Fig.1a WalkLightSystem Ada Specification

The WalkLightSystem allows an arbitrary number of Walker tasks which represent
walkers crossing through a controlled intersection. Walkers select either a NS or EW
direction. If the light in the selected direction is Red, then the Walker pushes a button
connected to the LightController and wa.'s for the Light to turn Green. The
LightController regulates the flow of traffic through the intersection. The Light changes
periodically after a minimum period MinWaikTime if a button is pressed or after a
maximum period of (WaitTime ticks of an external clock).  The specification is
expanded in Ada/TLy form in Figure 1b.

package WalkLightSystem is
DirectionType is (NS, EW);
ColorType is (Red, Green);
Light:array(DirectionType) of ColorType := (Red, Red);

task type WalkerType is
Direction: DirectionType ;
procedure Walik;

nrocedure SelectDirection is
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out Direction = NS or Direction = EW:
def SeeGreein = (Light(Direction) = Green);

Property

Ow seq( SelectDirection,
( SeeGreen and Walk
or

= SeeGreen and seq(LightController.PushButton(Direction), Walk)
)

) s
end WalkerType;

task LightController is
MinWalkTime,WaitTime,RedTime:
constant DURATION pending;

RedDirection: DirectionType := NS;
GreenDirection: DirectionType := EW,;
procedure BothRed is
out: seq (Light = (Red, Red), deiay( RedTime)) ;
def Old = if RedDirection=NS then EW else NS endif;
procedure Changelights is
out: seq (BothRed,

it RedDirection=NS

then Light=(Green, Red) and RedDirection = EW

else Light=(Red, Green) and RedDirection = NS

endif);
procedure FlushQueue(Direction: IN DirectionType) is
out: |PushButton(Direction)’'COUNT| = 0
procedure IsClear(GreenDirection) is
--code for LightController to determine if intersection is clear in green direction.
entry PushButton(Direction: IN DirectionType);
property
OW seq ( delay( MinWalkTime), --lower bound on PushB.

when IsClear(GreenDirection) =>
PushButton(RedDirection); delay(WaitTime),  --upper bd on PushB.
--response is WaitTime

when = timeout =>

seq(Changel.ights,
FivshQueue(RedDirection) )
)i
end LightController;
Walker: array ( positive range <> ) of WalkerType;
SystemProperty

YO (Vi j:i# j; Walker(i).Direction # Walker(j).Direction

=> - (Walker(i): Walk and Walker(j): Walk))
end WalkLightSystem;

Fig.1b WalkLightSystem Ada/TL Specification
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Each task Walker selects a direction and if the appropriate Light is not Green, the
Walker calls to rendezvous with the appropriate PushButton of the LightController. The
LightController cycles continually. For each cycle, it delays the MinWalkTime, and then
if the green direction of the intersection is clear and there is a client pushing the button
within WaitTime ticks of the external clock, then the change lights sequence of the
LightControlier begins.  That is, the rigid variable T stores the reading of the external
clock after MinWalkTime ticks, and a change of the lights must be requested within T +
WaitTime ticks of the external clock. If the LightControlier has entries on the
PushButton queue for the Red Light, then all of those entries are cleared. Ada/TLt
utilizes the task attribute STATE, which is a record of all information related to states of
execution of tasks.  In addition to the two task specifications, the package specification
contains a SystemProperty which specifies task interactions not constrained by the
task specifications. The SystemProperty asserts that for all execution sequences
generated by the WalkLightSystem, Walkers wishing to walk in different Directions do
not Walk at the same time.

Task specifications are augmented with definition of static variables like Direction,
and operations (procedures or functions) like Walk, which are referenced as part of the
task specification. We refer to these items as externally observable, in that they are
used in description of the task specification but they are not accessible by other tasks,
nor are they necessarily part of the task implementation. The cbservable items may
become items in the task body or they may correspond to auxiliary variables that are
used only in the proof of the system behavior.  Observable operations and entry
specifications are annotated with non-temporal "in" and "out" assertions, as in VDM
specifications. The last component of each task specification is the property assertion
which specifies the linear-time temporal behavior of the subject task, including
interaction with other tasks and access to either global items or its own observable
items.

The predicate "Walk" is interpreted as the control predicate "at(Walk)". The
predicate "LightController.PushButton(Direction)" is interpreted as the control
predicate "at(LightControlier.PushButton(Direction))” which means that the subject
task calls the entry PushButton(Direction) in task LightControiler with the previously
instantiated value of Direction. The SystemProperty constrains interactions of

multiple tasks. We use the notation TaskName:Op to indicate task TaskName is
performing operation Op. The "V O " operator quantifies the assertion foilowing it in

5-13




RTS Prototyper's Workbench

branching time and reads "for all possible execution sequences generated by the
program".

In summary, non-temporal predicates express constraints about parameters and
observable variables. They constrain instances of "in" parameters and they instantiate
values of "out” parameters. Control predicates express events of execution of entry
procedures and observable operations. They are interpreted as using the "at" predicate
[Lam 83], although the "at" is not written. Temporal predicates are composed using
temporal quantifiers applied to either non-temporal or control predicates. Temporal
predicates express sequence, repetition, or eventuality of predicate conditions.

8. Computation Graphs

In concept, possible behaviors of every specified task can be represented as a
computation tree. The computation tree is a rooted, finitely branching tree with nodes
corresponding to predicates about single behavior states and arcs labeled with predicates
about branching conditions.  Any single path down through the tree defines 2 state
sequence h. The tree is is rooted at sg of h. More practically, the behaviors
represented in a computation tree can be folded into a finite state computation graph.
The computation graph for a Walker task is shown in Figure 2.

SelectDirdction

Legend: L = LightController

Fig. 2 Transition graph for Walker task.

The computation graph is an I/O automaton in that certain state precicates correspond to
interactior: with computation graphs of other tasks. The behavior of a tasking system
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can be represented as a syotem of interacting computation graphs. For the
WalkLightSystem, we can draw the computation graph shown in Figure 3.

|l =0

L:ChangelLights
L:Pushb...;dslay{) @

= L:FlushQuaue

HNSI

= characteristic state

= LightController state, L = LightController
Q = W) Walker state @ - w() Walker state

Q = PushButton(RedDirection)
Fig. 3 Computation graph for WalkLight system.

The predicate for any system state consists of the conjunction of predicates for the states
of all the component tasks. Even simple tasking systems generate many possible
behaviors because of possible non-deterministic interleaving of individual task
behaviors. To analyze system behavior, we identify characteristic states. A
characteristic state is a system state that occurs repeatedly in the system behavior. For
the WalkLightSystem one characteristic state is described by the predicate:

AND(V L:PushButton and RedDirection=NS,
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¥ W(1):-Wak and Direction = EW,
V¥ W(2):L..PushButton(NS)).

The ¥ symbol, read as "at or before,” is explained later. In proving that a system
property is satisfied by the local properties of system tasks, we first identify
characteristic states. We show the behavior of processes eventually leads to a
characteristic state. Then we show that the desired system property helds over each
path from the initial state to the characteristic state and from the characteristic state
back to the characteristic state.

9. Proof System

The proof system is comprised of inference rules for the constructs used in Ada/TLy
and the actual proof method. This section presents a minimal set of inference rules and
the general proof structure. The essence of the proof technique is to show evaluation of
the system property over all system paths that can be composed from task paths
determined by the task properties.

9.1 Notation

To verify system properties, we need notation for associating predicates with task
states. Such notation is part of what is known as an observer language for task behavior.
We use the marker operator ¥ , read as "befcre: or at”. The ¥V marker is not a
temporal operator, but it is used to denote the state »f a task in terms of its specification.
Interpretation cf marked predi.ates is explained next. There are two interpretations of
marked predicates, first as a trac of possible task behaviors, and second, as a trace of
task states in a system proof. = We show first the interpretation of marked predicates
for tracing behaviors. Let h (a state history) be a sequence of task states, and P be a
specification. We say sat(h,¥ P), it the history h satisfies the predicate P. At any
point in the observation of system behavior, an individual task can be at some point
"between" observable sta:es; let such an internal state be represented by T. Any general
predicate is composed ot predicates about single states using the temporal operators. A
predicate about a single s'ate is called gtomic, An atomic predicate has the form

p= Fy andpc
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where ps is called a state predicate and it constrains values of ail the task locai
variables, pc is called a control predicate and it constrains the single state operation.
For example, the predicate (Direction=EW and Walk) is atomic. We denote atomic
predicates with the metapredicate “isatomic®. The relation sat has the following
properties:

sat( null, ¥ TRUE) .
sat{(tT ,h), ¥ P} if sat(h, ¥ P).
sat(s, ¥ p) if isatomic(p) and p(s) = TRUE.
sat( (hs,h2), seq(p1..., ¥ Pi ... Pn))
it sat(hy, ¥ pj) and sat(hp, seq{ p1.--, ¥ Pi+1....Pn))-

We will use the following shortened notation to simplify marked expressions. If the
specification for a task is of the form P =seq{ p1, ... .Pn) . then we write ¥ pj 1o
represent the expression seq( p1, .. ¥ Pi... .Pn) and we write pi¥ to indicate
completion of the state p;.  The following equivalence rules are given without proof:

VY porgg=V¥por Vg

vop = WP

V¥V Owp = g5eq(V P ,O0WP)

¥ seq(p ,...pn) = seq(¥ p1,....pn,

seq( P1,..pi ¥ .....pn) = seq( p1..... ¥ Di+1.. . Pn)
seq( p1, ... pn ¥ } = seq(p1,...pn)"¥

We show second the interpretation of marked predi~ates as states within a system proof.
In developing a proof of system behavior, we trace states of each component task of the
system, using marked predicates to indicate states. A proof does not argue that a
particular path h satisfies the state predicates. Rather, each step is a justification that
all possible paths from previous states satisfy the state predicate. Justification for each
step is basec' upon axioms and transformation rules given in the following sections. In
proofs, the notation W p is interpreted to indicated that the tac . is in a state or will
next be in a state which satisfies p (the task could be in a T state). The notation p

(without the marker) indicates that the task is in a state which satisfies p. The notation
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pV indicates that the task has completed the operation associated with the control
predicate part of p.

9.2 Axioms and Rules

The proof system for reasoning about the interactions of communicating agents, carries
over to Ada/TL;t specifications of tasking systems. In the context of Ada, these rules
have interpretations summarized in Table 1. Inference rules in this section and the
next section will be used to verify each state in the proof. The axioms in this section are
rules which are assumed or required. Rules of the form "q infer p " assert that if
condition q holds for a preceding state(s), then condition p can be concluded to hold in
the subject state. Rules of the form

g
infer

(i p,
(ii) r

assert that a state that satisfies q can lead to two different states that satisfy p and r.

Table 1 Interpretation of Proof System in Ada Context

Note: p = pstate and pbinding
C, S, E = client task, server task, and task entry, respectively.
inx(C,S,E) == (C:S.E and S:E and S:STATE.Q(E).Callerld = C)
Pi = seq(pi1, ... Pim) and isatomic(pj1)

Axiom/Rule interpretatiors (in Ada/TLp)

Progress/Fairness Axioms:

P1a V¥ p infer p p represents either an Ada
procedure cail (intra-op) or entry-
call or accept call (inter-op).

P.1ib p infer pV¥ p (same as in P.1a)
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P2 inx(C,S,E)V

infer
C'STATE.Beh.params’OUT niev:
= C'STATE.Beh.params'CUT ¢ld
+ calirec(C, params'OUT)
andCSEV and SEV

F.1 Vv OW(S:eqor..orSen)
infer ¥ S:ej

B.1 ¥ OR(Py, ..
infer

(ali i <> j: not(p;1 and pj1))

+ Pn)

State Transformation Rules:
E.1 TRUE
infer
MQ: elab
E2a M:elab
infer

¥ Cj:elab
E2b (AiGCj:Cj:elabV¥ )
infer

¥ M: init

E2c Cj:elab
infer

¥ C; .init
E.2c G :init

infer

¥ Ci :property

D.1 V¥ delay($)

and T <= STATELime < T+ &

infer

delay($) v

and STATElime>=T+ $
R.i1a V¥ CSE
infer
CSEand
S'STATE.Q(E)'new =
S'STATE.Q(E) + callrec(C)

Ada rendezvous

parems’OUT received by Client
frorn Server.

After entry call, after accept

{fairness) ea. entry e;j is eventually
selected.

branching conditions in any
specificxtion are deterministic

Mo specilies a main program (usually
an Ada precedure).  Elab specifies
elaboration ss defined in the ALEM.

M is an Ada module, Cj is any cor..r;onent
of M requiring elaboration.

Elaboration of components lea.ss {o
satisfying initial conditions.

Elaboration of component I-4ds to
satisfying task local initiz:; condition

Elaboration of compone:i feads o
satisfying task prop+ .1y

After a delay($), s new STATE fine
is>=T+4

Being before the «atisfaction uf eptn:
call S.E by a ¢ 2 C leads to execui« o
of the cali a7 the enqueuing of the ¢ ail
record in the wsrver S entry queue (ct.
semantic acton [write...] in =
const(C:S.E) .n ch. 3.
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R.1b ¥ S:EandSEECOUNT >0 Being before the satisfaction of an
infer accept when an entry queue is non-
SE and erpty leads to a rendezvous between

inx(S'STATE.Q(E).Callerld, S, E) server S and client identified by the E
queue call record.

B.2 % OR(C:S.E; delay(é)'

timeout and P) (timed entry call)
and CSTATE.time =T) Either the client cai; leads to a
infer rendezvous with the server or the
inx(C,S,E) time delay is completed.
and C'STATE.ime <T + &

or seq(delay($) ¥ , timeout and P)
and C'STATE.fime >=T + é.

B.3 ¥ OR(S:E ; delay($),

timeout and P) (timed rendezvous)
and S'STATE.time = T) Either a rendezvous between tasks S and
infer C occurs or the time delay is completed.
inx(S'STATE.Q(E).Callerid,S,E)
and S'STATE.time < T + 4,

or seq(delay(é) ¥ , timeout and P)
and S'STATE.time>=T+ &

9.3 Proof Structure

In this section, we give the structure for verification of system properties with the
WO quantifier. The proof structure consists of the following parts:

1) Show that the initial state
leads to one or more characteristic states.

2) Show that each characteristic state
leads to another characteristic state.

3) Show that the system property holds for each state
of the finite model determined in steps 1 and 2.

In showing steps of progress of tasks, operations local to tasks can be interleaved in
unknown order. Task behaviors are synchronized at points of rendezvous. We show this
by grouping proof steps in the form of a concurrency map [Sto 89]. For example, with
two tasks U and V, proof steps are organized in the style shown below. The proof lines
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are interpreted as representative of equivalent reorderings of ihe lines. Two proof lines
can be interchanged provided (i) the lines identify states of different tasks and (ii) the
lines are not separated by a synchronization lines shown as "s=======". A
synchronization line indicates that states below the iine cannot be intaricaved with states
above the line. Thus, lines 1 through 5 can be interleaved in any order wiich preserves
the U1,U2,U3 ordering, the V1,V2,V3,V4 ordering, and the V3,U3 ordering.

lineno. Ustate Vstate statepred  justification

B3 T T 2 2 i - 2 - P 2 2§ 2

1 u1 p1 some-rule
2 Vi p2 next-rule
3 U2 p3 rule
4 V2 p4 "
5 V3 pS "
6 u3 p6 "

V4 p7 "

10. Example Proof of a Specification

The system property for WalkLightSystem in Figure 1b is a safety property. It
requires that only walkers going in the "Gieen direction” ~an perform the Walk
operation. This mutual exclusion property is achic > by the tasking system protocol,
but that is not proved by the individual task specifications. . general, a
WalkwightSystem can have n22 Walker tasks. However, for the proof example, we show
only 2 Walker tasks, represented as W(i) and W(j). The proof extends in a
streightforward way for multiple Walker tasks. In general, there are three
characteristic states: (1) all W tasks in the "Green" direction, (2) all W tasks in the
"Red" direction, and (3) some W tasks in the "Creen" direction and some W tasks in the
"Red" dirgction. The following proof treats only case (3).
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Proposition (Walklight System System Property)
From W(i), W(j), and L (properties for the i th and j th walkers and LightCoiiroiiz:.
respectively) infer

VO (Vi j:i# j. Walker(i).Direction # Walker(j).Direction
=> not (Walker(i): Walk and Walker(j): Walk)})

Proof ( Walk Light System Specification: multiple walkers, opposite directions case ).
Let Wk represents the WalkLightSystem, W(i) and W(j) represent tasks of
WalkerType, and L represents the LightControlier. @i, 9j, L represent the task
properties for W(i), W(j), L. States are numbered as n, 1:n, 2:n, 3:n for the n th
state of Wk, W(i), W(j), L, respectively.

Part 0 (elaboration steps) The case where there are multiple walkers going in
opposite directions, the characteristic state is when walkers W(i), W(j) are either
walking or calling the controller pushbutton and the light controller is before its
PushButton entry. This state is characterized by the following predicate:

¥ L:PushButton and

(V k: W(k):Walk and Direction <> RedDirection
or
W(k): L.PushButton(RedDirection) )

In the following proof, we consider only the case where one walker walks while another
walker enters into rendezvous with the LightController PushButton entry; this form of
the characteristic state is expressed in terms of the following predicate:

AND(V L:PushButton and RedDirection=NS,
V¥ W(i):Walk and Direction = EW,
¥ W(j):L.PushButton(NS)).

State

1. 2: 3
Wk W WG L Condition Justification
0.1 Wk: elab E.1, sys eiab
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Wk: init¥
and (Light = (Red, Red))

L: elab
V oL

L: inity

and (RedDirection = NS)
W(i): elab

VY 1

W{j): elab

E.2b. F.ia prog.

E.2a, comp elab
E.2¢, comp elab

E.2, comp elab

E.2a, comp elab
E.2c, comp elab

E.2a, comp elab
E.2c, comp elab

I T R S T S T T S T S T R e N R e T S R T E R S T T T T T SN S SEE T e s

0.2
1 3:0
3:1
3:2
2 1:0
1:1
3 2:0
2:1
4
{8
3:4
1:2
1:3
3:5
2:2
2:3
1:4
Part 1;
Discussion:

Wk: elab ¥

V¥ L: delay (MinWalkTime)
delay(MinWalkTime) ¥
W(i):SelectDirection(Direction)¥
and Direction = &Vv

Wi{i):Walk

not IsClear(EW)
W(j):SelectDirection(Direction)¥
and Direction = NS

¥V W(j):L.PushButton(NS)

W(i):Walkk W

P.1, local prog.
3:1, init; assume
D.1, local prog.
P.1, local prog.
assumed EW WLOG
P.1, steps 3:2, 1:2
fr 1:3

P.1, local prog.
assumed NS WLOG
fr 3:2,2:2, B.1,prog
(rendezvous prog.)
P.1b, loc. prog

A characteristic state is < 4, 1:3, 2:3, 3:5> . W(i) sees green and walks

while progress by W(j) is blocked pending rendezvous with the chosen button. [n this
state, the system property is satisfied, since no rendezvous with the LightCont:oller has

occurred (basis step).

fr 1:4, assumed WLOG

3:6 isClear(EW)
3.7 L'3:6.time = T
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3:8
3.9

3.10

|PushButton(NS)'COUNT| > 0
¥ seq(L: PushButton,

L: Changelights, ...)
seq(¥ L: PushBution, ...)
inx(W(j), L, PushButton)
L'STATE.time < T + WaitTime

V¥ L: Changel.ights

and RedDirection = EW

V¥ L: FlushQueue

L: FlushQueue ¥
|PushButton(NS)'COUNT| = 0
IsClear(NS)

fr 2:3

fr 3:6, 3:8, specif.

fr 3.2, seq prog.

fr 3.10 & B.3

fr 3.11, B.3, specif.
(timed rendezvous)
fr 3.11, P.2 prog.

fr 3.13, P.2 prog.
fr 3.14, P

fr 3:15

fr 3:18, assumaWLOG

EE S 3 A 1 1 312 1 R

2:4
2:5
2:6
2:7
2:7
1:5
1:
Discussion:

W oW W w
=
®

¥ W{j):Walk

W(j):walk ¥
W(j):SelectDirection(Direction)V¥
and Direction = NS

¥ (SeeGreen & W(j):Walk)

V¥ L: delay (MinWalkTime)
delay(MinWalkTime) ¥

W(i):SelectDirection(EW)V

and Direction = EW

V¥V W(i):L.PushButton(EW)

|PushButton(EW)'COUNT| > 0

L'17.time = T

V¥V L: PushButton(EW)

L'19.time < T + WaitTime

fr 3:14, prog.

fr 2:4, P.1b, prog
Rule P.1, local prog.
new green direction

fr 2.6, 3:17

fr 3:15, P.1, prog.
fr 3:18, D.1, delay
Rule P.1, local prog.
new red direction
B.1, 3:8, det. branch
fr 1:6

assumed WLOG

fr 3:17, 3:16, B.3
fr 3:18, B.3

(timed rendezvous)

e -t - - - T T T e T I I T I r rrr r  r r rrrrrrr rrrrrrrrr s v

the system state <4, 1:6, 2:7, 3:18> is a characteristic state which

satisfies the following predicate:
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AND(Y L:PushButton and RedDirection=EW,
V¥ W(j):wWalk and GreenDirection = NS,
V¥ W(i):L.PushButton(EW)).

This predicate is symmetric with the earlier predicate used to characterize system state
<4, 1:3, 2:3, 3:5>. Now walkers going NS will evenitually walk while EW walkers  wait.
Again in this state, the system property is satisfied, since no rendezvous with the
LightController has occurred. The system property is also satisfied in each of the
intermediate states, since all W(j) wishing to walk in the NS direction are blocked while
all W(i) walkers going EW progress. Thus the general computation tree folds into a
transition graph, which reduces the system behavior to a finite state behavior.

Part 2:

1. For all states in the Part 0 proof, no W(i):Walk operation is yet started. Hence,
the system property is trivially true.

2. For all states in the Part 1 proof, only the set of EW walkers, arbitrarily
selected as W(i), can walk. The W(j) NS walkers are blocked in the
W(j):.L.PushButton call. Again, the system property holds. Hence, we have shown
that the desired system property holds over each path from the initial state to the
characteristic state, and in all states between a characteristic state and its recurrence.

11. Experimentation Layer

During the experimentation phase, prototypers use the workbench to perform
testing of a prototype which have been synthesized from either the visual or specifier's
layer.  The Experimnentation Layer provides simulators which offer a realistic testbed
for prototype sys'ems. A simulator is a model of the environment in which an RTS is
expected to live. The workbench can also be used to construct these models of the
environment. Tiie simulators are used in the experimentation layer to exercise the
system modules as well as test error recovery paths. The form of rapid prototyping
provided by this workbench encourages "software" reusability. Rapid prototyping of
system software utilizes the AdaSage approach (i.e., libraries of existing automata and
temporal specifications can be used as building blocks in constructing a new, real-time
system). In addition to reusing existing program code, the workbench encourages the
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reuse of concepts represented by archived automata and temporal formulas.  This is in
keeping with the form of reusability found in [Chi90].

12. Conclusion

The purpose of the proof system is to provide the basis for developing proofs
of consistency for Ada/ TLy tasking system specifications. These proofs would be
written with the help of the Specifier's Assistant of the RTS Prototyper's Workbench.
As a result of proving the consistency of a system property relative to local task
properties, the code for task bodies would be extracted as a byproduct of the
constructive proof of a specification. The proof technique reduces an infinite
computation tree exhibiting system behavior to a transition graph with a finite
number of states. The key to this reduction is the identification of certain system states
which we call characteristic states, i. e. recurring states. Finally, the proof system
for Ada/TL, introduces the algebra, axioms and rules useful in specifying tasking
system behavior. Preliminary work has been done on the first two layers of the
Prototyper's workbench [Pet91a, Pet91b, Pet91c, Pet90a, Pet30b, Ram 91]. The
development of the experimentation layer is part of the future work wa envision for the
Prototyper's Workbench.
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EXPERIMENTAL EVALUATION OF OPTICAL SWITCHING TECHNOLOGIES

Dr. Dean Richz.dson

Abstract: During my 10-week tenure at the USAF Photonics Center, I was involved
with two distinct though related projects. First, I helped align and optimize a mode-
locked picosecond dye-laser system for use in studying cascadibility of Self-Electro-
Optic-Effect Devices (SEEDs) on loan from Bell Laboratories. Second, I participated
in experimental design, optical alignment, and data acquisition efforts aimed at
characterizing the reflection-mode behavior of a novel class of tungsten-oxide thin-film
optical switches. Since my previous "hands-on” experimental experience had been
somewhat limited, both of these assignments enhancea my ability to perform confidently

and capably in a laboratory environment.

Introduction:

In recent years, a variety of schemes for demonstrating "optical switching” have
been proposed, including semiconductor etalons, SEEDs, waveguides, etc.. One of the
objectives of the US Air Force Rome Laboratories Photonics Center is to understand and
evaluate the performance and utility of potential optical switching devices, with an eye
to their possible application in both digital and analog optical computing architectures.

As part of this ongoing effort, the Optical Switch Evaluation Facility (OSEF) has been
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set up. The facility consists of an impressive array of continuous-wave and short-pulse
laser systems as well as associated optical components, detectors, signai prccessing
electronics, micropositioning hardware, and related computer-interfacing
equipment/softszare.

My assignment as an RDL summer visiting scientist was to work with Mr. Joe
Osman, who has primary responsibility for the day-to-day operation of the OSEF. After
discussing my interests and objectives for the summer upon my arrival, we decided that
three OSEF projects would be particularly appropriate for me to be involved in: 1)
etalon bistability studies in collaboration with researchers at Georgia Tech (my Ph.D.
work had centered on etalon-based switching, including bistability); 2) SEED analysis
and characterization (SEEDs were available for testing through a cooperative agreement
with Bell Labs; I had researched SEED performance characteristics and fundamental
operating principles as part of my dissertation); and 3) measurements of intensity-
dependent refractive-index behavior in nonstoichiometric tungsten-oxide photorefractive
thin films, in collaboration with Prof. Joseph Chaiken of Syracuse University.

Each of the thres projects required the use of a different laser system or sub-
system available in the OSEF. The etalon studies required the use of the Argon-ion-
pumped titanium-sapphire cw laser (tunable in the vicinity of the GaAs bandedge) since
cw bistability measurements were contemplated in GaAs/AlGaAs etalons. The SEED
experiments were to involve picosecond-pulsed excitation of SEED elements and arrays,
again in the 840-nm region of the spectrum; thus a dye laser pumped by a second (mode-

locked) Argon-ion laser was to be used. The tungsten-oxide switch characterization did
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not initially require ultrashort pulses; as a result, the samples were to be studied using
100-ps FWHM pulses from the mode-locked Ar:Ion laser operating at 514 nm.

As I arrived at the Photonics Center for the summer, only the two Ar:Ion pump
lasers were operational; both the dye and Ti:Sapphire lasers needed to be realigned and
integrated within their respective optical trains for device testing. In addition, the
appropriate sample rotation set-up for reflection-mode studies of the tungsten-oxide
devices was not se. complete. With my experience rooted firmly in theoretical
simulation, it was obvious that I would be "getting my hands dirty” in the lab. Indeed,
it quickly became apparent that the summer would provide me with a sort of "crash-

course” in both the frustrations and rewards of 13 ser-based optical experimentation.

Statement of Problem(s):
As alluded to above, three basic tasks faced us at the owset of my tenure at the
Photonics Center:
1y} Align and optimize the Ti:Sapphire laser to produce tunable cw output in
the vicinity of the GaAs bandedge. This would involve dealing with
cooling water flow problems to the Ar:Ion pump laser as well. Search for
excitonic optical bistability in samples grown by researchers at Georgia
Tech.
2) Align and optimize the dye/Ax:Ion laser system to produce picosecond
pulses; design an optical train to analyze the SEEDs; test SEED

input/output, switching, and cascading behavior.
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3) Adapt and refine an existing single-wavelength pump-probe setup to allow
reflection-mode characterization of tungsten-oxide thin-film switches using
100-ps mode-locked pulses. From graphs of reflected intensity as a
function of angle a' different intensities, evaluate the photorefractive

behavior of the films.

Results/Narrative of Work Performed:

To be blunt, little if any publishable data was gathered as a direct result of the
work I performed during the summer; therefore I have chosen to summarize my work
in a narrative fashion, describing the problems we had, the ways we dealt with them, and

our eventual successes.

Etalon studies:

Before Ti:Sapphire alignment could proceed, cooling water pressure/temperature
fluctuation problems with the (initially) Spectra-Physics Ar:ion pump laser had to be
resolved. Joe Osman and Tech. Sgt. Brian Longacre had envisioned some sort of
reservoir system coupled with a heat exchanger; this would provide a stable source of
water at the required temperature. Not long after early efforts to peak the Ar:ion power
had begun, the tube cracked, necessitating the swapping of the Spectra-Physics laser for
a Coherent laser which was then not in use. This laser suffered from the same cooling
water problems the Spectra-Physics Ar:ion had had, so the search for a reservoir/heat-

exchanger intensified.
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Joe, Brian, and I went to talk to an experienced problem-solver in the high-power
electronics lab at Griffiss AFB; he had extensive expertise with cooling and pumping
systems. A series of discussions led to several ideas for plausible solutions to our
problem; actual hardware was a bit harder to come by. We soon turmned (partly in
frustration, partly because of inevitable lead times in procuring needed components) to
the next project. At this point my involvement in the etalon work stopped. This work
was taken up again later in the summer by TSgt. Longacre, who eventually got the
enhanced cooling system in place. As of this writing, the actual etalon testing has not
yet begun, pushed aside by the urgent desires of other groups to use the Ti:Sapphire laser

for their purposes.

SEED testing;

While the etalon effort was on hold, Joe, Brian and ] turned our attention to
aligning and optimizing the picosecond (ps) dye laser system in preparation for SEED
performance measurements. Conversations with Bob Morgan of AT&T and Prof. Joe
Chaiken cf Syracuse University had a'ready produced a working list of SEED-related
exper.mental objectives; our task now was to achieve mode-locked, synchronous-pumped

generation of good-quality ps pulses.

1) Initial Goals:

From an alignment standpoint, the OSEF’s dye-laser system seemed to me to have

three basic components: the Ar:Ion pump laser, the dye laser, and its associated
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extended cavity (needed for sync-pumping purposes). The pump needed to be
successfully mode-locked so as to produce pulses of approximately 100 ps full-width at
half-maximum (FWHM). These pulses then .2re to be directed into the dye-stream,
which in turn wo